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Abstract

The thesis contains a theoretical description of phenomena related mainly to Bose-
Fermi mixtures of ultra-cold atoms. Due to the great experimental control, such
mixtures can be studied in a variety of environments and for a variety of intra-
and inter-species interactions. We first study ultra-cold gases in an optical lattice
potential that, due to modulations that break time-reversal symmetry, enables the
realisation of complex tunnelling amplitudes. We show that a superfluid Fermi gas
in a two dimensional triangular lattice potential with complex tunnelings acquires
a spatially varying complex phase of the pairing function. In the case of Bose-
Fermi mixtures, of bosonic molecules and unbound fermions in the lattice, the two
sub-systems can impose a spatially varying phase onto each other. In the presence
of bosons the Fermi system can reveal both gapped and gapless superfluidity. In
the second part of the thesis, we consider the self-localisation of a small number
of Bose particles immersed in a large homogeneous mixture of fermions in two
different spin states. We observe the self-localisation for repulsive interactions
between bosons and fermions in three dimensions. In the one-dimensional case,
bosons also self-localise for attractive interactions, thereby forming, together with a
pair of fermions at the bottom of the Fermi sea, a vector soliton. We also analyse
thermal effects and show that a small non-zero temperature affects the pairing
function of the Fermi sub-system but has little influence on the self-localisation
phenomena. However, the critical value of the self-localisation can change when
the Fermi system is superfluid. This effect could also provide a novel experimental
probe of fermionic superfluidity.



Preface

The thesis is organised as follow. Chapter 1 contains the background on the main
concepts studied throughout the thesis. We first provide the general information
on ultra-cold atoms, such as the concepts of bosons and fermions, condensation,
fermion paring and Feshbach resonances. We also summarise the most important
aspects in the derivation of the mean-field BCS theory of fermionic superfluidity,
as well as some key ideas regarding superfluidity in ultra-cold atomic gases.

Chapter 2 provides a description of a shaken triangular optical lattice from the
theoretical perspective. We show how time reversal symmetry can be broken for a
given shaking protocol. We then study, using a mean-field approach, a mixture of
fermions in the lattice with complex tunnelling amplitudes. We also theoretically
explore a Bose-Fermi mixture coupled by a photo-association process.

Chapter 3 is devoted to the study the phenomenon of self-localisation. As an
introduction, we discuss the instability of a homogeneous mixture of fermions
and bosonic impurities coupled to each other by the density-density interaction.
We then present the results of mean-field calculations for interactions of different
strengths and signs. With some caution, we speculate on the possible interplay of
self-localisation and superfluidity in the Bose-Fermi system. In the part devoted to
one-dimensional regime, we focus on an analytical model that pictures the coupling
of two sub-systems by the set of soliton-like solutions.

Some of the results presented here were published in scientific journals in the
following papers:

K. Targońska, K. Sacha, Self-localization of a small number of Bose particles in a
superfluid Fermi system, Phys. Rev A 82, 033601 (2010)

K. Sacha, K. Targońska, and J. Zakrzewski, Frustration and time-reversal symme-
try breaking for Fermi and Bose-Fermi systems, Phys. Rev A 85, 053613 (2012)

The research presented in this thesis was partly supported by Polish National Cen-
ter for Science funds received through Grant No. DEC-2011/01/N/ST2/00424.
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Chapter 1

Introduction

1.1 Ultra-cold atoms

The realisation of atomic Bose-Einstein condensates in 1995 [1–3] opened the door

to an amazing world of dilute ultra-cold atomic gases. These systems are fascinating

because they are governed by quantum statistics, and because they are now under

great experimental control, with many new ideas and challenges just waiting to

be almost constantly discovered.

These gases are dilute in the sense that the mean inter-particle distance is much

larger than the typical range of two-particle interaction. This implies that most

of the time the collisions occur just among two atoms; three or more are unlikely

to meet. This makes the gas stable against turning into a solid or liquid (which

would require three-body collisions) even at extremely low temperatures, where

quantum mechanics becomes important.

Indeed, by the term ultra-cold we really mean quantum, often simultaneously in

two different senses:

First, the thermal de Broglie wavelength is much larger than the range of the

two-particle interaction potential. This means that the two-particle interaction is

in the quantum regime and (often) limited to s-wave collisions, which cause just

1
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phase-shifts in the quantum wave-function of the particles. Note that the thermal

de Broglie wavelength, λdB =
√

2π~2/mkBT , depends on the mass of the particle

m and the temperature T , and for atomic gases this s-wave regime is typically

reached below 1 mK.

Second, at even lower temperatures, typically below 1 µK, the thermal wavelength

also becomes larger than the typical inter-particle distance in the gas. This means

that the gas becomes quantum-degenerate, i.e. also quantum in a many-body

sense. At this point the quantum statistic is important and the macroscopic

properties of the gas crucially depend on whether the atoms are bosons or fermions.

It took about 20 years to develop the experimental techniques to bring atoms into

this ultra-cold regime [4]. First atoms are trapped and pre-cooled via laser cooling

in a magneto-optical trap. With this technique, the kinetic energy of the particles

is already reduced to values corresponding to the temperature below 1 mK or

even below 100 µK. Further cooling is performed using evaporative cooling in a

magnetic or optical trap. In this stage it is possible to reach even temperatures of

the order of 1 nK.

Subsequently to cooling methods, many other techniques have been developed for

manipulation of ultra-cold gases in the quantum degenerate regime. Today, almost

all crucial parameters of these systems can be controlled. These include not just

the temperature and number of atoms, but the interactions [5], the dimensionality

of the gas [6], and the shape of the trap it is held in [7]. The interactions can

be made weak or strong, and repulsive or attractive [5]. The gas can be three-

dimensional (3D), two-dimensional (2D) or one-dimensional (1D). The trap the gas

is held in can range from a simple parabolic potential or uniform [8] to a complex

optical lattice, e.g. a triangular or a hexagonal one [9], which additionally can be

put into periodical motion [10].

All this makes these atomic systems a fascinating “playing ground" to study many-

body quantum mechanics, and simulate a variety of still poorly understood quan-

tum phenomena that are also relevant to other many-body systems, most com-

monly in condensed-matter physics [11]. Crucially, in the world of ultra-cold atoms
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it is possible to start with a simple system, e.g. a weakly-interacting gas in a

simple trap, that can be fully understood, and then controllably make it more

complicated, e.g. by increasing interaction strength and making the trap more

complex. In this way the researchers gradually approach the truly fascinating

complex physics, such as the quantum phase transition between a superfluid and a

Mott-insulator [12], or the transition between the “conventional" low-temperature

Bardeen-Cooper-Schrieffer (BCS) superfluidity and Bose-Einstein condensation in

a Fermi gas [13].

1.2 Indistinguishable particles

The many-body wave function describing many identical particles must be either

symmetric or antisymmetric under exchange of two such particles:

Ψ(...xi...xj..., t) = ±Ψ(...xj...xi..., t) (1.1)

where t is the time, and the quantity xi denotes all the relevant coordinates of the

i -th particle, including the spatial coordinate xi and any discrete variables such

as the spin component. The basic reason for this (anti)symmetry requirement is

that if we exchange the same two particles twice, the wavefunction must return

to its original value. The wavefunction is symmetric under exchange for identical

bosons and antisymmetric for identical fermions [14].

1.2.1 Bosons

Bosons have an integer spin. Mean number of particles that occupies the same

energy level Ei is given by the Bose-Einstein statistics:

〈ni〉 =
1

e(Ei−µ)/(kBT ) − 1
(1.2)
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where µ is the chemical potential which (in a non-interacting gas) must be lower

than the ground state energy E0.

For a fixed averaged number of particles, if the gas is cooled µ grows. If it reaches

E0 from below, the ground state becomes macroscopically occupied. This phe-

nomenon is called Bose-Einstein condensation and occurs at a non-zero critical

temperature.

Qualitatively, condensation occurs if the number of thermally available states be-

comes comparable to the total number of particles in the gas, or equivalently if the

thermal de Broglie wavelength λdB becomes equal to the typical distance between

the particles. At this point the gas becomes quantum degenerate. The parti-

cles start to “meet" in the same energy levels, or in the same space (associating

λdB with the quantum mechanical “size" of the particles), and quantum statistics

becomes important.

More quantitatively, for N bosons in a 3D cubic box with a side of length L, the

condition for condensation can be written as

Nλ3
dB

L3
= ζ(3/2), (1.3)

where ζ(3/2) ≈ 2.612 is the Riemann function. The left hand side of this equation

is known as the phase space density and essentially measures the ratio of λdB and

the average distance between the particles. Up to the numerical factor of 2.612 we

see that this quantitative condition agrees with our qualitative picture of particles

“meeting each other".

Equivalently, the critical temperature for condensation is given by

kBTc =
2π~2

m

(
N

L3ζ(3/2)

)2/3

. (1.4)

The above analysis applies to an ideal, non-interacting gas. If the gas is inter-

acting, in the condensed state it will also be superfluid, i.e. have the ability to
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flow without any friction1. Of course, interactions will in general also complicate

the above analysis of the conditions for which the gas becomes condensed and su-

perfluid. However, in the weakly interacting atomic gases, the above analysis can

be surprisingly accurate for estimating Tc, while the condensate still displays the

interaction-driven phenomenon of superfluidity [15]. This is an example of what

we mentioned in the previous section - how in their simplest form atomic gases

can be really extremely simple. Yet, by increasing interactions (see Sec. 1.3) we

can also reach more complicated many-body states.

1.2.2 Fermions

Fermions have half-integer spin and obey Fermi-Dirac statistics [16]. In a non-

interacting gas the mean occupation of a state of energy Ei is given by

〈ni〉 =
1

e(Ei−µ)/(kBT ) + 1
(1.5)

and, crucially, cannot be larger than 1. This constraint is just the well know Pauli

exclusion principle.

At high enough temperature (where −µ� kBT ) there is no important distinction

between fermions and bosons, at least as far as (quantum) statistical physics are

concerned. The only difference between Eqs. (1.2) and (1.5) is in the sign of the “1"

in the denominator. If this term is negligible compared to exp [(Ei − µ)/(kBT )],

both kinds of particles obey classical Boltzmann statistics.

The condition for fermions to become quantum degenerate is also qualitatively

the same as for bosons, i.e. that λdB becomes comparable to the average inter-

particle distance in the gas. At this point (below the degeneracy temperature) the

difference between the two types of particles becomes pronounced. While bosons

like to occupy the same (ground) state and form a BEC, fermions are still limited

to one particle per state.
1Note that this is just a common qualitative definition of superfluidity. Later in the thesis we

will discuss the concept of superfluidity in greater detail.
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Generally, the value of the chemical potential µ is found by fixing total number of

particles:

N =
∞∑
i=0

〈ni〉 . (1.6)

(Note that we assume that the system is large enough that grand-canonical fluc-

tuations in total N can be neglected and make no distinction between N and

〈N〉.) At T = 0 the value of the chemical potential is called the Fermi energy,

EF . Note that in a non-interacting gas at T = 0 the occupation of all states with

Ei < µ is exactly 1 and for all the states with Ei > µ it is exactly 0. In other

words fermions uniformly occupy all the states up to energy µ = EF . At EF the

occupation probability drops like a step function. At non-zero T particles from

the highest occupied levels get thermally excited above EF and the sharp edge of

the occupation function softens. In presence of interactions such softening occurs

even at T = 0.

Again considering a gas of N identical particles in a box with a side L, we can

write EF = ~2k2
F/(2m), where kF is the Fermi wavevector given by:

kF =
(
6π2N/L3

)1/3
, (1.7)

and again note that up to a numerical constant kF is simply the inverse of the

typical inter-particle spacing. In momentum space the sphere defined by |k| = kF

is called the Fermi surface.

An interacting Fermi gas can also become superfluid at sufficiently low tempera-

ture. This was in fact first discovered for an electron gas in a metal, which becomes

superconducting below some non-zero critical temperature. (The only difference

between superconductivity and superfluidity is that in case of charged particles su-

perfluid flow also carries electrical current.) At first sight, this seems to contradict

our qualitative association of superfluidity with Bose-Einstein condensation, since

we have said that fermions can not condense into the same state. However, two

fermions can form a pair which in many ways behaves like a boson - adding the

half-integer spins of two fermions gives a total integer spin. Qualitatively, even if
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all individual fermions remain in different single-particle states, the states describ-

ing the centre-of-mass motion of pairs of fermions can have Bose-like occupation

numbers.

In the simplest scenario (and the only one we will consider in this thesis) pairing

occurs between fermions of different spin in a mixture of two spin states. Within

this case, conceptually the simplest type of pairing is if two fermions form a tightly

bound molecule. In this case it is obvious that such a molecule is a boson and

transition to superfluidity can qualitatively be understood as simple Bose-Einstein

condensation. Historically, however, superfluidity (or rather superconductivity)

was first discovered in the opposite limit of very loosely bound pairs which are

actually correlated in momentum space.

These pairs are known as Cooper pairs, and are at the heart of the BCS theory of

“conventional" low-temperature superconductivity. Cooper discovered that at suf-

ficiently low T any arbitrarily weak attraction between degenerate electrons leads

to their pairing. The key ideas of Cooper’s theory can actually be qualitatively

understood as a combination of our above discussion of non-interacting degenerate

fermions, and simple single-particle physics. In single-particle quantum mechanics

it is well known than in 2D a particle can be bound by an arbitrarily weak attrac-

tive potential. Now considering two particles and going into the centre-of-mass

frame, this means that in 2D two particles are bound to each other by an arbi-

trarily weak attraction. Now, in a (very) degenerate two-component Fermi gas, in

momentum space particles can move only along the Fermi surface, which is a 2D

space. Hence, the system is unstable against pairing in momentum space. If we

consider pairs of particles with exactly opposite momenta, ±~k, their centre-of-

mass momentum is zero, no matter what k is. Therefore, in a collection of such

pairs each particle occupies a different k state (thus not violating Pauli principle),

but all pairs are in the zero (centre-of-mass) momentum state, which is indeed

reminiscent of a BEC.

It is important to keep in mind that the system is 3D but Pauli exclusion makes it

effectively 2D at low temperatures. Cooper pairing is fundamentally a many-body
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effect, but conceptually many-body physics is in this effective reduction of the

dimensionality of space, while pairing itself can then be understood as a two-body

2D effect. Indeed, one can show that the existence of a two-body bound state in

1D and 2D is both a necessary and a sufficient condition for a BCS instability [17].

In ultra-cold atomic gases, by tuning the strength of interactions (see Sec. 1.3) it is

possible to study the continuous transition from BCS physics (pairing in momen-

tum space) to molecular-BEC physics, where pairing is a two-body phenomenon,

only the condensation of molecules is a many-body effect. This BEC-BCS crossover

has been a topic of intense study over the last decade [18].

1.3 Interactions

Interactions are at the heart of all the most interesting many-body physics.

In ultra-cold atoms most of the many-body effects can be deduced starting from the

two-body interaction potential [11]. At large distances atoms interact with each

other by the Van der Waals potential that scales as −C6/r
6. The source of this

interaction are fluctuations of electric dipoles of the atoms. At very short distances,

when particles are separated by a few Bohr radii a0, the valence electrons strongly

repeal each other, which leads to a “hard core" repulsion. In this work we restrict

ourselves to the dilute and ultra-cold regime, in which de Broglie wavelength λdB

and the average distance between the atoms n−1/3 ∼ 105 a0 (where n is the gas

density) are much greater than the range of the interaction potential r0 ∼ 100 a0.

As a consequence it is enough to describe the collisions by just one quantity, the

s-wave scattering length.

We consider the Schrödinger equation for two particles in the centre-of-mass frame:

(∇2 + k2)Ψ(r) =
mV (r)

~2
Ψ(r) where k2 = mE/~2 (1.8)

where m/2 is the reduced mass, the relative distance betweens atoms is |r| and

the initial wavevector is k. For the finite-range potential the wave function Ψ(r)
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is asymptotically given by the superposition of an incident plane wave: eikr and a

scattered wave:

Ψ ∼ eikr + f(k′,k)
eikr

r
(1.9)

where f(k′,k) = − 2m
4π~2

∫
d3r′e−ik

′r′V (r′)Ψ(r′) is the scattering amplitude and k′ =

kr/r gives the direction of the scattering.

For small enough energies kr0 � 1, the scattering process is isotropic, i.e. f(k′,k)

is independent of k′:

fk→0 = − 2m

4π~2

∫
d3r′V (r′)Ψ(r′) = −a (1.10)

The scattered wave (considered far from the origin of the potential) is spherically

symmetric, meaning that the collisions occur in the s-wave regime.

If we assume a zero range potential V (r) = g0δ(r), and use the Born approximation
2 Ψ = eikr in equation (1.10):

fk→0 = − 2m

4π~2
g0 = −a, (1.11)

where a is the s-wave scattering length.

The strength of the potential is

g0 =
4π~2a

m
. (1.12)

The positive (negative) scattering length corresponds to an effective repulsive (at-

tractive) interaction.

Let us notice that formally in 3D the V (r) requires a regularisation. Indeed, the δ

potential does not lead to scattering (it effectively leads to a = 0), while the Born

approximation gives a finite value (Eq. 1.11). To avoid this unphysical behaviour
2We replace the unknown Ψ(r′) by a wave function at order zero in V (r)
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the pseudo-potential is introduced [16]:

V (r)Ψ(r) = V0δ(r)
∂

∂r
(rΨ(r)) (1.13)

Inserting the pseudo-potential with spherically symmetric wave function Ψ(r) =

u(r)/r in Eq. 1.8 we deduce that the scattering amplitude is:

fk = − a

1 + ika
(1.14)

To sum up, if the de Broglie wavelength 2π/k of colliding atoms is much greater

then the details of the inter-atomic potential, 1/k � r0, it is possible to use the

above simple zero-range model.

Let us also stress that the above discussion applies to bosons and to fermions in

two different internal states. By symmetry two fermions in the same spin state can

not have s-wave interactions. They can scatter only though waves with angular

momentum l = 1, 3... and such scattering is usually negligible below temperature

kBT ∼ ~2/mr2
0, which is typically ∼ 1 mK.

1.3.1 Feshbach Resonances

One of the most important experimental tools in the research with ultra-cold atoms

is the Feshbach scattering resonance [5, 19], which allows the scattering length a to

be tuned to be positive or negative, small or large. Here we qualitatively outline

the idea of how scattering resonances can occur in general, and how they are

controllably induced in ultra-cold atomic gases.

All two-particle scattering properties (which in our case of s-wave scattering are

really captured just by a) depend on the two-particle interaction potential, which

is basically the molecular potential for a diatomic molecule formed by the two

colliding particles. If the potential is very shallow there are no bound molecular

states and the interaction between the particles is attractive (a < 0). Now suppose
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we could somehow gradually increase the potential depth. Bound states will then

appear one at a time.

As the potential depth is increased, before the first bound state appears, a grows

more negative (the attraction is stronger). At the point when the first bound state

appears a scattering resonance occurs: a diverges and flips sign to positive. Qual-

itatively, once we have a bound state just below the continuum, i.e. just below

the zero-energy scattering state3, we can intuitively understand from second-order

perturbation theory that the two states repel each other, so the energy of the scat-

tering state is shifted up. This corresponds to an effective repulsion between the

two particles, even though the underlying molecular potential is always attractive.

Then, as the molecular state becomes more bound, moving away from the con-

tinuum, the repulsion weakens and eventually the interaction becomes attractive

again. This whole process repeats every time a new bound state appears. Real

inter-atomic potentials have many bound states, but resonant behaviour of the

scattering length is dominated by the bound state that has just appeared (giving

a large positive a) or a virtual state (above the scattering state) that is just about

to become bound (giving a large negative a).

The above qualitative picture corresponds to a “single channel" model, in which we

have not explained how one could experimentally vary the depth of the molecular

potential. The proper microscopic description of how scattering resonances are

controllably induced requires us to consider the “two channel model". The “chan-

nels" we refer to here correspond to the different two-particle spin states of the

colliding particles. It is intuitive that the molecular potential depends on the spins

of the two atoms. At large distances these two channels are decoupled, i.e. after

particles meet and separate they still have their original spins. However, at short

distances, where the interaction of the valence electrons from two different atoms

becomes comparable to the their interaction with their own nuclei, the channels

are weakly coupled. We call the channel in which particles enter and can leave
3The kinetic energy of two colliding ultra-cold atoms is negligible compared to typical

molecular-binding energies, except right at the scattering resonance.
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the collision process “open" and the other channel in which they might just spend

some time during the collision process “closed".

The possibility to experimentally induce scattering resonances comes from the fact

that the two different spin channels have different magnetic moments and hence

the relative position of their bound states can be tuned with an external magnetic

field. So, microscopically, a Feshbach resonance actually occurs when the bound

molecular state in the closed channel energetically approaches the scattering state

in the open channel.

Now, for concreteness, let us focus on the case of a > 0, where a real bound

molecular states exists in the closed channel4. In many cases, we can still “integrate

out" this closed-channel state and understand all the many-body physics within the

single-channel picture. This corresponds to the experimental situation in which

at any one time the number of molecules in the gas is negligible and we have

only strongly interacting atoms. The closed channel is microscopically relevant

for understanding where the strong atomic interactions come from, but in our

many-body Hamiltonian we can still have just binary interactions between the

atoms [20]. In the opposite case of two-channel description, in the many-body

Hamiltonian we explicitly include the microscopic formation and dissociation of

molecules in the Feshbach resonance state. This is a better description if at all

times there is a significant number of molecules present in the gas. This scenario

will be relevant for us when we consider mixtures of Bose and Fermi gases with

our bosons actually being formed by pairing of fermions.

In general, the microscopic justification for the applicability of single- or two-

channel model is related to atomic-physics details of specific Feshbach resonances

[20], which are not directly relevant for our phenomenological many-body Hamil-

tonians, and are beyond the scope of this thesis. We just briefly mention that in

our scenario we will use photo-association to actively convert pairs of atoms into

molecules (and vice-versa) and control their relative populations.
4Again, we stress that there are always many deeply bound molecular states, but what pri-

marily matters is whether the energetically closest state is a real “just bound" state or a virtual
“just unbound" one.
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1.4 Theoretical many-body methods

In this section we outline two very commonly used theoretical tools for describ-

ing interacting many-body systems, which we will be referring to throughout the

thesis.

1.4.1 Gross–Pitaevskii equation

We first consider the simpler case of a weakly interacting Bose gas at T = 0. Atoms

interacting with the zero range potential with a mass m placed in the potential

U(r) can be described by the Hamiltonian in the second-quantisation formalism:

Ĥ =

∫
d3rψ̂†(r)

[
− ~2

2m
∇2 + U(r) +

gbb
2
ψ̂†(r)ψ̂(r)

]
ψ̂(r) (1.15)

where ψ̂(r) is the boson field operator, and gbb is the boson-boson interaction

strength. If the system undergoes BEC, one state is macroscopically occupied.

The ideal condensate is then a product state of all the single-particle functions

ψ(r1..rN):

ψ(r1..rN) = φ(r1)...φ(rN), (1.16)

where φ(r) is the solution of the Gross–Pitaevskii (GP) equation:

− ~2

2m
∇2φ(r) + U(r) + gbbN |φ(r)|2φ(r) = µφ(r), (1.17)

The GP equation is obtained by minimisation of the energy functional in Eq. (1.15),

assuming that the many-body function is the product state as in Eq. (1.16).

1.4.2 Bogoliubov transformation

Now let us consider a mixture of Fermions of equal mass m in a balanced mixture

of two different internal states denoted as s = {↑, ↓}, interacting via V (r1− r2) =

−|gff |δ(r1 − r2) in an arbitrary external potential U(r).
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We use the grand canonical ensemble to write the Hamiltonian in the language of

second quantisation:

K̂ = Ĥ − µ
∑
s

Ns =
∑
s

∫
d3r

[
ψ̂†s(r)H0ψ̂s(r)−

|gff |
2

ψ̂†s(r)ψ̂
†
−s(r)ψ̂−s(r)ψ̂s(r)

]
(1.18)

where H0 = − ~2

2m
∇2 + U(r)− µ.

The terms describing the interaction can be replaced by an average potential acting

on a single particle. This is a generalisation of the Hartree–Fock theory, which

assumes that each particle is moving in the field created by averaging over its

interactions with all the other particles [14]. Due to the huge number of particles

involved in the field we neglect the fluctuations of its expectation value. The

effective Hamiltonian is:

K̂eff =

∫
d3r[

ˆ
ψ†↑(r)H0ψ̂↑(r) + ψ̂†↓(r)H0ψ̂↓(r)

+W (r)
ˆ
ψ†↑(r)ψ̂↑(r) +W (r)ψ̂†↓(r)ψ̂↓(r)

+∆(r)
ˆ
ψ†↑(r)

ˆ
ψ†↓(r) + ∆†(r)ψ̂↓(r)ψ̂↑(r)]. (1.19)

We now want to determine unknown fieldsW (r) and ∆(r) (which may be complex)

by requiring that the free energy F is stationary for the states that diagonalised

Keff . To find those eigenvectors for Keff we use unitary Bogoliubov transforma-

tions:  ψ̂↑(r)

ˆ
ψ†↓(r)

 =
∑

n,En>0

γ̂n,↑

 un(r)

vn(r)

+ γ̂†n,↓

 −v∗n(r)

u∗n(r)

 (1.20)

where γ̂n,↑ and γ̂†n,↓ creates excitations designated as quasiparticles

γ̂n,↑ =
〈
un|ψ̂↑

〉
+
〈
vn|ψ̂†↓

〉
, γ̂†n,↓ = −

〈
v∗n|ψ̂↑

〉
+
〈
un
∗|ψ̂†↓

〉
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The effective Hamiltonian is expressed in the matrix form5:

Kef =

∫
d3r
(

ˆ
ψ†↑, ψ̂↓

)
Ω

 ψ̂↑
ˆ
ψ†↓

 (1.21)

Ω =

 H0 +W (r) ∆(r)

∆†(r) −H0
† −W (r)

 (1.22)

The form of the transformations (Eq. 1.20) and the sum over restricted to pos-

itive eigenvalues are consequences of the symmetries of the Hamiltonian K̂eff

(Eq. 1.19). The functions un and vn are the eigenvectors for the Bogoliubov de

Gennes equation (1.23).

Ω

 un

vn

 = En

 un

vn

 (1.23)

By the definition of the free energy in equilibrium is:

F =
〈
K̂
〉
− TS (1.24)

where the average 〈K̂〉 is given by

〈
K̂
〉

=

∑
n〈Ψn|K̂|Ψn〉e−En/(kBT )∑

n e
−En/(kBT )

(1.25)

Using Wick’s theorem we simplify the interactions terms from the Eq. (1.18) into

a quadratic form with respect to the fermionic operators. We vary the free energy

in respect of eigenfunctions and eigenvalues of K̂eff , we then get

δF =
∑
s

∫
d3r
[
δ
〈
ψ̂†sH0ψ̂s

〉
− |gff | δ

〈
ψ̂†sψ̂s

〉〈
ψ̂†−sψ̂−s

〉
−|gff |

〈
ψ̂†sψ̂s

〉
δ
〈
ψ̂†−sψ̂−s

〉
− |gff | δ

〈
ψ̂†sψ̂

†
−s

〉〈
ψ̂−sψ̂s

〉
−|gff |

〈
ψ̂sψ̂

†
−s

〉
δ
〈
ψ̂−sψ̂s

〉]
− TδS. (1.26)

5Here the constant terms are omitted.
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When we compare the equation above with a variation of the effective free energy

Feff =
〈
K̂eff

〉
for which from a definition δFeff = 0:

δFeff =
∑
s

∫
d3r[δ

〈
ψ̂†sH0ψ̂s

〉
+W (r)δ

〈
ψ̂†sψ̂s

〉
+W (r)δ

〈
ψ̂†−sψ̂−s

〉
+ ∆(r)δ

〈
ψ̂†sψ̂

†
−s

〉
+∆∗δ

〈
ψ̂−sψ̂s

〉
]− TδS = 0, (1.27)

we can deduce W (r) and ∆(r). Thus, the values of the fields W (r) and ∆(r),

that ensure the extremum of the free energy (Eq. 1.24) for states of the effective

Hamiltonian (Eq. 1.19) reads :

W (r) = −|gff |
〈
ψ̂†−sψ̂−s

〉
= −|gff |

〈
ψ̂†sψ̂s

〉
∆(r) = −|gff |

〈
ψ̂−sψ̂s

〉
= −|gff |

〈
ψ̂†sψ̂

†
−s

〉
. (1.28)

W (r) is the standard Hartree-Fock term, proportional to the density of fermions.

∆(r) is the paring function.

By substituting Eq. (1.20) and using the average values of the operators:

〈
γ̂†n,sγ̂n′,s′

〉
= δn,n′δs,s′f(En)

〈γ̂n,sγ̂n′,s′〉 = 0,

where f(En) is the Fermi distribution f(En) = 1/
(
eEn/(kBT ) + 1

)
, the equation

for the paring function and Hartree Fock term can be written:

W (r) = −|gff |
∑
n

[|un(r)|2f(En) + |vn(r)|2(1− f(En))] (1.29)

∆(r) = |gff |
∑
n

un(r)v∗n(r)[1− 2f(En)]. (1.30)

The equations 1.29, 1.30 and 1.23 are a consistent set of equation, solve usually

in the self-consistent matter. For 3D ∆(r) requires a regularisation, a possible

procedure is described in App. B.2
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1.4.2.1 Homogeneous BCS system

If we replace Ψ by the Bogoliubov transformation (Eq. (1.20)) in the effective

Hamiltonian

K̂eff =
∑
k

Ek

(
γ̂†k,↑γ̂k,↑ + γ̂†k,↓γ̂k,↓

)
(1.31)

The sum is over k, because we are allow to express the fermionic operators in the

momentum space. In addition, we assume the translational symmetry, because the

momentum of the system is conserved. It corresponds to the fact the the Cooper

pairs have zero relative momentum.

The values of the excitation energies Ek are calculated using the normalisation

condition uk + vk = 1 and Eq. (1.23):

Ek =
√
ε2k + ∆2, where εk =

~2k2

2m
− µ . (1.32)

This dispersion relation is sketched in Fig. 1.1. Due to the fact thatW (r) = const.

for homogeneous system, it can be included in the definition of µ.

The amplitudes vk and uk can be expressed as:

v2
k =

1

2

(
1− εk

Ek

)
u2
k =

1

2

(
1 +

εk
Ek

)
(1.33)

The equation for the paring function:

∆ = |gff |
∑
k

∆

2
√
ε2k + ∆2

(1.34)

For a homogeneous system we can derive the Bogoliubov de Gennes equations

[Eqs. (1.23) and (1.30)] and the paring function alternatively. It is done by a

variational method that allows as to find vn,un using the ansatz:

|ΨBCS >=
∏
k

(
uk + vkâ

†
k↑â
†
k↓

)
(1.35)
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where â comes from expression the fermionic field in the one particle momentum

base ψs(r) = 1
(2π)3/2

∑
k

eikrâks ([20])

For ∆ = 0 the system is in the normal state with the Fermi sea filled uk = 0, vk = 1

below the Fermi energy Ef = µ. Above that level uk = 1, vk = 0.

If ∆ 6= 0 there are Cooper pairs present in the system. The mixture of fermions is in

the superfluid regime described by the function Eq.(1.35), in which the elementary

excitation is realised by excitation of two quasiparticles with energy equal 2∆:

γ̂†k,sγ̂
†
k′,s′|ΨBCS >= â†k,sâ

†
k′s′

∏
q 6=k,k′

(
uq + vqâ

†
−q↓â

†
q↑

)
|0 > . (1.36)

Ek

�k

Figure 1.1: Excitation spectrum in a homogeneous BCS superfluid. Adopted
from [21].

1.4.2.2 Critical temperature

For a homogeneous mixture at non-zero temperature the non-interacting quasi-

particles are governed by the Hamiltonian in Eq. (1.31) and the distribution func-

tion is f(Ek) = 1/
(
eEk/(kBT ) + 1

)
. The equation for a paring function can be
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written as:

∆(r) = |gff |
∑
k

ukv
∗
k[1− 2f(Ek)] = |gff |

∑
k

ukv
∗
k tanh

(
Ek

2kBT

)

= |gff |
∫ kc

0

d3k

(2π)2

∆

2
√
ε2k + ∆2

tanh

(√
ε2k + ∆2

2kBT

)
. (1.37)

When µ� kBT and µ = Ef we can calculate the critical temperature for the BCS

transition to superfluidity:

Tc,BCS =
eγ

πe2
e−π/2kf |a| =

eγ

π
∆T=0 , (1.38)

where γ is Euler constant, eγ = 1.78.

1.5 Bosonic vs. fermionic superfluidity

The BEC and BCS regime both reveal the phenomenon of superfluidity. However,

one should not forget that the underlining system are bosonic and fermionic, re-

spectively, and their characteristic features will still be revealed in some processes.

Here we point out some differences between the two regimes and in particular stress

one that is relevant for this thesis, the possibility of “gapless superfluidity" in a

fermionic system. For this purpose we will (as commonly) associate superfluidity

with the dissipationless flow below some critical velocity (the Landau velocity).

One obvious difference we have already introduced is that fermions, unlike bosons,

have to pair up in order to condense and become superfluid. This is first seen in

the way we define long-range order, characterising the superfluid state, in the two

cases.

For bosons long-range order is seen in the correlations between two single-particle

operators at different positions. In the condensed/superfluid state we have:

〈Ψ†o(r)Ψo(r
′)〉 6= 0 (1.39)
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for |r − r′| → ∞. This is equivalent to saying that the system is coherent across

the whole sample, or that there is a macroscopic wavefunction which contains a

macroscopic fraction of the particles. We can then define a local order parameter

Ψ(r) =
√
neiα(r,t), where n is the density, and the velocity of the frictionless flow

is vs,BEC = (~/m)∇α(r).

In case of a fermionic system one has to consider a two body density matrix. The

appearance of the condensate of pairs is seen in the fact that:

〈Ψ†↑(r
′)Ψ†↓(r

′)Ψ↑(r)Ψ↓(r)〉 = ∆(r)∆(r′) 6= 0 (1.40)

for |r − r′| → ∞. Now ∆(r) (containing two single-particle operators) plays the

role of the order parameter [22], we can write ∆(r) = |∆(r)|eiα(r,t), and the velocity

of pair-movement is vs,BCS = [~/(2m)]∇α(r).

The second related point is that single-particle excitations6 are still bosonic and

fermionic in the two regimes. This is in some sense obvious, but it is important

to stress because it has some profound implications. For example in a BEC the

lowest-energy excitations are at momentum k → 0. In the BCS state, even though

pairs are condensed in the k = 0 state, lowest-energy single-particle excitations

are still close to kF (see Fig. 1.1). This reinforces the point that Pauli exclusion

and the underlying Fermi surface play a crucial role in this system.

Now let us turn to the issue of the critical velocity. The Landau criterion for

superfluidity defines a critical velocity vc up to which frictionless superflow (past

a wall or some object) is stable against the creation of excitations [23]. Above vc

it becomes energetically favourable to transfer momentum from the superflow to

the excitations, so the flow is damped.

The basic idea can be understood as follows. If the lab is stationary then the lowest

energy state for the superfluid is to also be stationary - any movement costs kinetic

energy. However, for the (quasi-)particles to break away from the superflow and

reduce their kinetic energy in the lab frame they must also pay the price of creating
6Here, in the BEC limit we consider a tightly bound molecule a single bosonic particle, even

if we know that it is made up of two fermions.
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an excitation in the superfluid, in its own moving frame. This cost is simply given

by the dispersion relation Ek, calculated for a stationary superfluid (i.e. in its

own frame). For low enough vs this cost is higher than the benefit of reducing

kinetic energy in the lab frame, so the constant flow of the whole superfluid is a

metastable state even though it is not the absolute ground state.

Mathematically, in the lab frame the cost of creating an excitation in the superfluid

is Ek + ~ k · vs, where the second term is essentially a Doppler shift. Naturally

it is most favourable to create an excitation with k antiparallel to vs. This is

energetically favoured if Ek − ~kvs < 0. We thus get Landau’s critical velocity:

vc = min
k

Ek
~k

(1.41)

Here the minimum has to be taken over all possible excitations. These include

single-particle excitations, but also various collective excitations such as phonons

or vortex pairs (with different excitations being most favourable in different ge-

ometries).

In the (weakly interacting) BEC regime critical velocity is set by the speed of

sound, i.e. the relevant excitations are phonons with k → 0:

vc,BEC =

√
µ

m
. (1.42)

In the (weakly interacting) BCS regime, pair-breaking excitations near k = kF

give the critical velocity:

vc,BCS =

√(√
µ2 + ∆2 − µ

)
/m ≈ ∆

~kF
, (1.43)

where the second (approximate) equality assumes ∆� µ (see Fig. 1.1).

Finally, we come to our conceptual point about gapless fermionic superfluidity.

As we tried to convey, the condition vs > vc is equivalent to the gap in the

excitation spectrum disappearing, once we include the Doppler shift to transpose

the excitation spectrum from the frame of a moving superfluid to the lab rest
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frame. At this point the energy of some pair-breaking excitations with momenta

close to kF become negative and it becomes favourable for them to be occupied.

But now remember that these excitations are fermions and must obey the Pauli

exclusion principle, so the occupation of each such excitation mode can be at most

1, limiting the total density of excitations. If vs is just above vc the number of such

excitation states is small. Hence, once all such excitation modes are fully occupied,

any remaining superfluid fraction is still protected against further excitations.

We can thus simultaneously have no gap and a non-zero superfluid fraction which

still exhibits dissipationless flow. This is qualitatively different from the BEC case,

where there is no limit on the occupation of excited states, so once vs exceeds vc

this inevitably leads to dissipation and complete suppression of the superflow.



Chapter 2

Effects of time reveals symmetry

breaking for fermions and

Bose-Fermi mixtures in a triangular

lattice

2.1 Introduction

Cold atoms in optical lattices provide a unique medium for mimicking effects

known from other areas of physics. This is primarily due to the great flexibil-

ity and precise manipulation of the cold atomic system [11, 24, 25]. Atoms of a

fermionic or bosonic character may be placed in an optical lattice potential whose

geometry may be easily controlled by changing directions and/or polarisations of

laser beams. Interactions between atoms may be controlled via magnetic, optical

or microwave Feshbach resonances [5, 26]. The change in the depth of the optical

lattice modifies primarily the tunnelling between lattice sites (with a lesser effect

on the effective interaction strength), enabling, e.g., the superfluid-Mott insulator

quantum phase transition, as proposed by Jaksch et al. [27] and subsequently

demonstrated in Ref. [28]. Another spectacular way of controlling the tunnelling

23
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Figure 2.1: Experimentally observed phase diagram showing various orderings
of the local phases of the BEC, mapped onto spin orders. The J , J ′ on the axes

are the tunnelling amplitudes. Adopted from [10].

has been proposed by Eckardt, Weiss and Holthaus [29]. Fast periodic modula-

tions of the optical lattice allow for an effective, time-averaged tunnelling to be

dramatically altered while keeping the depth of the lattice potential unchanged.

For example, by varying the strength of the modulation one can induce the Mott

transition [29–31]. Importantly, not only the magnitude, but also the phase, ϕ, of

the tunnelling amplitudes can be altered using this approach. So far most experi-

ments exploited only the special case ϕ = π, corresponding to a negative tunnelling

matrix element. This is enough to create frustrated magnetism with cold bosons

in a triangular lattice in 2D [32] and in 3D [33]. This idea was incorporated in

the fascinating experiments of the Hamburg group [10], where the authors inde-

pendently tune the tunnel-couplings in different lattice directions and are able to

reproduce a phase diagram corresponding to the classical XY spin model with a

magnetic field (see Fig. 2.1).

By extending similar methods to realise complex hopping parameters [34–36], even

richer physics becomes accessible in the driven optical lattice, with realisation of

artificial gauge fields being a particularly promising research direction [36].
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Figure 2.2: The schematic picture of a triangular plaquette. In panel (a)
the lattice vectors are shown. In panel (b) the idea of geometrical frustration
is illustrated for Ising spins with antiferromagnetic interactions. The question
mark indicates that the spin cannot simultaneously minimise the energy of its

interaction with both of its neighbours.

In this chapter we present a method involving periodic lattice modulations that

break the time-reversal invariance (TRI) in order to induce complex values of the

tunnelling amplitudes. We discuss implications of the broken TRI for fermions

and for Bose-Fermi mixtures [34]. The content of this part of thesis is organised

as follows. We start with a general introduction to the particles on the optical tri-

angular lattice. Then, we introduce the periodically time-dependent Hamiltonians

in the framework of the Floquet theory. Finally, in the last part we present our

results on superfluid fermions in the Bardeen-Cooper-Schriffer (BCS) regime and

on Bose-Fermi mixtures.

2.2 Background

2.2.1 Triangular lattice

2.2.1.1 The triangular lattice and frustration

In the quest to simulate condensed matter systems with ultra cold atoms, reali-

sation of triangular structures is an important step, mainly due to the effect of

geometrical frustration. In order to explain what we mean by this term let us first

define some basics concepts. To describe a lattice, we need to construct lattice
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vectors which enable us to reach all (and only those) points with position vectors:

R = {nai +maj,m, n ∈ Z, i 6= j} (2.1)

The primitive vectors of the triangular lattice in the x, y basis have following

coordinates :

a1 = a

 0

1

 a2 =
a

2

 1
√

3

 , (2.2)

where a is the lattice constant. These vectors are presented in Fig. 2.2(a). The

third fundamental vector is given by a3 = a1 − a2.

One can immediately see how this geometry leads to intriguing many-body physics.

For instance, let us consider Ising spins with antiferromagnetic interactions. As

shown in Fig.2.2(b), we cannot find a spin configuration to fully satisfy the inter-

action between every pair of spins.

2.2.1.2 Triangular optical lattice

In experiments with neutral cold atoms, triangular lattice is realised by the inter-

ference pattern created by overlapping laser beams. Off-resonant light shifts the

(internal) ground state energy of the particles due to the second order Stark effect.

According to perturbation theory it produces a potential:

V(r) ≈ −α(ωL)|E(r)|2 (2.3)

where |E(r)| is the electric field amplitude1, and α(ωL) stands for atomic polaris-

ability. The sign of the polarisability depends on the detuning of the laser light

from the dominant dipole transition between two internal atomic states. The po-

tential defined by the Eq. (2.3) is thus either attractive or repulsive, depending on

the sign of the detuning. The optical traps rely on a spatially varying Stark shift
1Let us notice that the time dependence of the electric field is averaged out due to the

assumption that the centre-off-mass motion of atoms is much slower than the oscillation of the
electric field.
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[7]. By interfering laser beams, periodically varying laser intensity, and therefore

periodically varying potential for the atoms, is produced:

V (r) = −
∑
i,j

Ei · Ej cos ((ki − kj) · r + ϕi − ϕj) (2.4)

where ki denotes the wave vector of a laser beam, and ϕi its phase. The vectors

bl = εlij(ki − kj) are the reciprocal lattice vectors, satisfying ai · bj = 2πδij.

Figure 2.3: Schematic image of a 2D triangular array of 1D tubes. The red
arrows are indicating the laser wave vectors ki. All three polarisation vectors

are perpendicular to the plane of the drawing.

A triangular two dimensional optical lattice can be created using a configuration

of laser beams shown in Fig. 2.7. The angle at which the beams intersect is 2π/3.

Let us notice the importance of the beam polarisations. For a triangular lattice all

three polarisations are orthogonal to the plane spanned by the laser wave vectors.

In-plane polarisations enable creation of a hexagonal lattice [9]. The control over

the laser phases is also possible, allowing motion of the lattice to be introduced.

2.2.1.3 Layered two-dimensional system

A two-dimensional triangular lattice is suitable for study of long- or quasi-long-

range order. The three-beam configuration presented in Fig. 2.7 creates an array of
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Figure 2.4: Schematic picture of a stack of two-dimensional systems. It is
created by adding an optical lattice along the z direction, which can completely

suppress the tunnelling between the different x− y planes.

one-dimensional tubes. By adding a standing wave in the z direction it is possible

to reduce the system to a stack of independent x− y planes (Fig. 2.4). According

to Mermin-Wagner theorem [37], for dimensions d 6 2 true long-range order is

impossible at non-zero temperatures2. However, ultracold-atom systems created

in the lab are finite in size, and so can appear fully ordered at low but non-zero T ,

displaying phenomena such as ferromagnetism, Bose-Einstein condensation and

BCS superfluidity. In this regime they are also well described by zero-temperature

theories, which allow true long-range order even in the thermodynamic limit. In

our theoretical study we are therefore justified to use infinite-system T = 0 calcu-

lations to describe finite-size T 6= 0 experimental systems.

2.2.2 Fermion and Bosons on a lattice

2.2.2.1 The single particle states

The single particle eigenstates of the lattice potential in Eq. (2.4) are the Bloch

waves

φn,q(r) = eiq·run,q(r) (2.5)
2This conclusion holds for systems with continuous Hamiltonian symmetry and short-range

interactions, which we are considering in this thesis.
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where n is the band index and q the quasi-momentum, which takes values in the

first Brillouin Zone (BZ). The function un,q(r) is periodic with the period of the

fundamental lattice vectors ai. The energy eigenvalues εn(q) for the Bloch waves

form bands for varying q inside the first Brillouin zone [38].

Throughout our work we will follow common approximations for deep lattices,

such as tight binding approximation with nearest neighbour tunnelling and the

restriction to the lowest band only.

In this description the starting single-particle basis is provided by Wannier func-

tions W(r − Ri). The Wannier functions are localised on the lattice sites and

depend only on the relative distance r−Ri. The Bloch states of a given band are

then constructed as linear combinations of the same Wannier function localised on

different sites. We assume that the Wannier function decays significantly within

a single lattice spacing, so only nearest-neighbour hopping is relevant. Later on,

when we introduce interactions between particles, we will also assume that the

mean interaction energies at a single site are much smaller than the separation

between the lowest and the first excited band.

As an illustration, let us consider a simple 1D lattice with lattice period a. The

dispersion relation for the lowest band is then simply

ε(q) = −2J cos(qa), (2.6)

where the nearest-neighbour tunnelling matrix element J is real and defined to be

positive.

2.2.2.2 Many-body Hamiltonian

The simplest many-body Hamiltonian involves the competition between the kinetic

energy (i.e. tunnelling) and the on-site interactions between the particles. The

schematic idea is presented in the Fig 2.5. This leads to a Hubbard Hamiltonian,

derived for balanced mixture of fermions in two different spin states σ = ↑, ↓ in
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Figure 2.5: Schematic image of the tunnelling and the on-site interaction in
the Hubbard Hamiltonian.

the form [39]:

ĤF = −
∑
〈ij〉

Jij

(
â†i↑âj↑ + â†i↓âj↓

)
− µ

∑
i

(n̂i↑ + n̂i↓)

+
U

2

∑
i

â†i↓â
†
i↑âi↑âi↓, (2.7)

where operators âi,σ have anti-commutation relations and µ stands for the chemical

potential.

The term that describes the quantum tunnelling between nearest neighbour sites

is:

Ji,j = −
∫
d2rWσ(r −Ri)

∗(p2/2m+ V (r))Wσ(r −Rj). (2.8)

Interactions are restricted only to the atoms on the same site, that interact by

short-range s-wave scattering potential V (r1, r2) ∝ δ(r1 − r2):

U =

∫
dr1dr2Wσ1(r1)∗Wσ2(r2)∗V (r1, r2)Wσ1(r1)Wσ2(r2). (2.9)

Let us notice that for fermions only two particles of different spin states are allowed

to occupy the same lattice site. We then refer to the situation where the filling is
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one fermion per site as “half-filling" since the lattice contains half as many particles

as the maximum number.

Bose Hubbard Hamiltonian for spineless bosons can be expressed as :

ĤB = −
∑
〈ij〉

Jij b̂
†
i b̂j +

U

2

∑
i

b̂†i b̂
†
i b̂ib̂i − µ

∑
i

b̂†ibi, (2.10)

with bosonic b̂i operators, which fulfil commutation relations.

2.2.2.3 Local order parameter and long-range order

We are interested in studying the relationships between the local phases, θi, of the

wave function of a many-body system on different lattice sites. Below some critical

temperature the system develops long-range order, meaning that the relative phase

between any two points in the lattice is fixed - in such a state, by looking at one

part of the system we can predict the phase θ at arbitrary distances. The simplest,

and most common, example of this is a constant phase, corresponding to a “uniform

order parameter".

This language is quite generic and applies to many different physical systems.

Let us give a few examples relevant to our considerations. In the XY spin model,

classical spins of unit length can rotate in two dimensions and are described by the

vector si = (cos θi, sin θi). A constant value of this vector throughout the lattice

corresponds to ferromagnetic ordering with all the spins pointing in the same

direction. N atoms in the q = 0 minimum of the lowest Bloch band correspond to

an ideal Bose Einstein condensate with a constant phase; this picture also holds in

presence of weak repulsive interactions between bosons [15]. In case of a balanced

and stationary mixture of fermions in the BCS regime a similar picture also holds,

but θ is now the phase of the pairing wave function of the Cooper pairs.

In all the above systems the choice of the constant global phase is arbitrary. At

the critical temperature the system is expected to randomly choose the value of

the phase, exhibiting spontaneous symmetry breaking.
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In this work we are interested in engineering a more general class of Hamiltonians,

which have ground states corresponding to condensation (in the general sense

discussed above, i.e. the same language can apply to spin-ordering) into non-zero

quasi-momentum states. It is precisely such Hamiltonians that are created by

introducing complex single-particle tunnelling matrix elements into the Hubbard

Hamiltonian. In this case the ground-state BEC wave function has a phase θi =

q · ri that varies at each point of the lattice, according to the quasi-momentum

vector q.

It is important to stress that if this is truly the ground state of the system, then we

do not expect it to have any global current. Indeed, if (by making J complex) we

shift the minimum of the single-particle dispersion relation to a non-zero q, it is

still true that at that q the group velocity, vg = (1/~)∂ε(q)/∂q, is zero [38]. This

is just another example of the difference between the canonical and mechanical

momentum - the system condenses into a state of non-zero canonical momentum,

but the mechanical momentum in the ground-state is still zero. As a final remark,

the ground-state may involve local currents circulating the lattice plaquettes, but

those currents cancel out on the global scale.

2.3 Periodically driven lattices

In the previous section we discussed the concept of the local order parameter

(Sec. 2.2.2.3), common to different many-body systems. We can study the phase

of a Bose or a Fermi-pair condensate, θi = q ·ri, and then map it onto the classical

vector si representing a direction of a spin on the i-th lattice site. This is especially

interesting in the case of triangular lattice where the consequences of frustration

can be observed.

The interaction energy per spin can be associated with the dispersion relation

of an atom in a non-interacting gas. Again, for illustration let us consider a 1D

lattice of spins, with lattice constant a. The energy of nearest-neighbour spin-spin
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interactions can be written as:

E = −J
∑
i

(si · si−1 + si · si+1) = −J
∑
i

(cos(θi − θi−1) + cos(θi − θi+1)) , (2.11)

where J > 0 corresponds to ferromagnetic interactions, favouring alignment of the

spins. Now we easily see that a spin-wave of wave vector −π/a < q < π/a, such

that θi − θi−1 = qa, has energy per particle of −2J cos(qa), which is identical to

the dispersion relation in Eq. (2.6).

A key to the simulation of exotic magnetism is the possibility to experimentally

manipulate the value of J , and specifically make it complex, Jeff = |Jeff |eiϕJ .

By expressing the XY spins as complex numbers, si = cos(θi) + i sin(θi), and

replacing si · si+1 → s∗i si+1, it is straightforward to repeat the above calculation

and get E(q) = −2|Jeff | cos(qa−ϕJ). We see that the minimum of the dispersion

relation is now shifted to a non-zero q = ϕJ/a, as discussed is Sec. 2.2.2.3.

Below, in Sec. 2.3.1, we will explain how complex J values are experimentally

realised by periodic modulations of the optical lattice. Specifically, we will in-

troduce periodic modulations that break time reversal symmetry. With that tool

introduced, all the work that follows is based on extending the above 1D ideas to

a triangular 2D lattice, with different tunnelling matrix elements along different

lattice directions.

2.3.0.4 Is a driven lattice in equilibrium?

Before proceeding we briefly address one important conceptual issue. Our goal is

to study equilibrium physics (specifically many-body ground states) of a lattice

Hamiltonian with complex J values. However, to create such a Hamiltonian we

will employ time-dependent modulations of the optical lattice. This means that

our Hamiltonian is actually time-dependant, and so we do not really expect the

energy (ground state or otherwise) to be a well defined conserved quantity.
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While this concern is in general valid, it turns out that there is still a well defined

way to think about equilibrium physics for the specific case of periodic time-

dependence of the Hamiltonian. This problem is addressed by the Floquet theory.

Moreover, further simplifications arise if the rate at which the Hamiltonian is

modulated is large compared to any other relevant energy scale in the problem.

Qualitatively, in a sense we can “integrate out" the fast modulation and work

with a time-averaged stationary effective Hamiltonian. Generally, here we will

just qualitatively outline the basic ideas of Floquet theory without formal details.

More formal discussions can be found in Refs. [40–43].

According to the Floquet theorem, the solution of the time dependent Schrödinger

equation can be expanded into the time-dependent Floquet states φ(r, t). The

first key point is that at any point in time the set of these states is complete and

orthonormal, so we can expand any function as a superposition of these states.

At the next moment in time all the individual Floquet states change (since the

Hamiltonian changes) but there is a unique mapping of “which state transforms

into which". What this essentially means is that if we write an arbitrary wave func-

tion as ψ =
∑
cnφn(r, t) then under unitary evolution the coefficients cn are still

constant, as with the standard time-independent Hamiltonians. We therefore still

have a valid definition of effective eigenstates and their (conserved) occupations

|cn|2.

The second question is what are the energies of these eigenstates, which need

to be defined in order to, for example, study the scattering between different

states and have the values of the occupation numbers defined in some equilibrium

thermodynamic sense. This is where the fact that our Hamiltonian modulation is

periodic is particularly important. While in general eigenenergy of a time-varying

Hamiltonian is not defined, here it is defined up to modulo ~ω, where ω is the

driving frequency:

εn,m = εn +m~ω for which |φn,m(r, t)〉 = |φn(r, t)〉 exp (−imω) (2.12)

These are called quasi-energies, in analogy with the quasi-momentum of a particle
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in a spatially periodic potential (see Sec. 2.2.2.1). We still need energies that

will stay constant during the time evolution, and can be used to define time-

independent probability for a given Floquet state to be occupied. For this, the so-

called mean energy has to be introduced [44], which is determined by additionally

averaging over the modulation period T = 2π/ω.

Similarly, when calculating matrix elements involving Floquet states, inner prod-

ucts involve integration over both space and time, which is effectively introduced

as an additional coordinate. For example, the orthogonality of two states is given

by:

〈〈φn′,m′|φn,m〉〉 =
ω

2π

2π/ω∫
0

dt

∫
dx φ∗n′,m′φn,m = δn′,n δm′,m. (2.13)

2.3.1 Realisation of complex tunnellings

In this section we will show that using a specific type of periodic lattice modula-

tions, which break time-reversal invariance (TRI), we can change not only the sign

of the tunnelling amplitudes, but may also induce their complex values. Before

introducing our specific scheme, we briefly make some intuitive and some formal

remarks considering the connection between TRI-breaking and complex tunnelling

amplitudes.

As we explained earlier, by creating complex J values, ultimately our goal is to

create a system with a minimum of the single-particle dispersion relation at a

non-zero (canonical) momentum p. This clearly breaks the symmetry between p

and −p states. It is then rather intuitive that breaking TRI would be an effective

way to achieve this. Specifically, we will achieve it using an external driving of

the lattice with a double harmonic modulation, which indeed breaks general time-

reversal symmetry3 [45].
3Time inversion is just one example of an anti-unitary operator, T = UK, where U is uni-

tary and K stands for complex conjugation, Kφ = φ∗. A system breaks general time-reversal
symmetry if it is impossible to find any anti-unitary operator that commutes with the Hamil-
tonian. If a general time-reversal symmetry exists, then it is easy to construct a basis (without
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While this sort of intuition provided the original motivation for our proposal, we

note that it has more recently been shown that breaking TRI is formally neither

necessary nor in general sufficient to obtain an effective Bose-Hubbard Hamiltonian

with complex tunnelling amplitude [33]. Nevertheless, for our analysis, and for

experimental implementations, it is only important that we can find a specific

relatively simple TRI-breaking lattice modulation scheme which achieves our goal

of making the tunnelling amplitude complex.

2.3.1.1 A shaken one-dimensional optical lattice

For simplicity, let us again begin with a single particle in a 1D optical lattice

potential. The Hamiltonian for atoms in the laboratory frame of reference can be

written as:

H0 =
p2

2m
+ cos(2kL [x− xo(t)]), (2.14)

where xo(t) is the effective origin of the lattice and we allow for the possibility

that it is time dependent. The shaking of the lattice is achieved by periodically

varying xo(t). In practice it is introduced by changing the phases ϕi of the laser

beams in Eq. (2.4).

For further calculations it is convenient to switch to the frame co-moving with the

shaking lattice. This requires to use unitary gauge transformations including the

shift of the position (by xo(t)) and momentum (by −Mẋo(t)). The lattice becomes

a stationary one and an additional term, which reflects the inertial force −Mẍo(t),

emerges in the Hamiltonian:

H0 =
p2

2m
+ V (x)−Mẍo(t)x. (2.15)

We consider a case where ẍo(t) has a form of double harmonic perturbation ex-

pressed as:

ẍo(t) = − 1

M
(K1 cos(ωt) +K2 cos(2ωt+ ϕ)) . (2.16)

diagonalisation of the Hamiltonian) in which the Hamiltonian is represented by a real symmetric
matrix.
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Here K1,2 stand for the strengths of the driving at the fundamental frequency

ω and its second harmonic, respectively. The Hamiltonian is time-periodic, i.e.

H0(t + 2π/ω) = H0(t), and the Floquet theorem [40–42] guarantees that the

Floquet Hamiltonian:

H = H0 − i~∂t (2.17)

is diagonalised by periodic functions with (temporal) Fourier components at fre-

quencies mω. As we mentioned earlier, the eigenvalues of the H are referred to as

quasi-energies of the system [Eq. (2.12)] and are defined up to modulo ~ω.

For our basis states, we are interested in Floquet analogues of Wannier states,

i.e. states which are localised on individual lattice sites, and between which our

hopping matrix element is defined. These now have the form:

φj,m(x, t) = exp

{
−ix

[
K1

ω
sin(ωt) +

K2

2ω
sin(2ωt+ ϕ)

]}
× exp (imωt)Wj(x),

(2.18)

and fulfil

〈〈φj′,m′ |φj,m〉〉 =
ω

2π

2π/ω∫
0

dt

∫
dx φ∗j′,m′φj,m = δj′,j δm′,m, (2.19)

where m denotes a Fourier component and Wj(x) = W (x − xj) is a Wannier

function of the lowest energy band localised on the j-th lattice site.

Note that these states can be viewed in the dressed atom picture, with W being

the atomic state and m the number of “photons" present in the system.

In analogy to Eq. (2.8), let us first define the effective tunnelling as:

Jeff = −〈〈φj+1,m|H|φj,m〉〉 (2.20)
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It describes the process of hopping to the nearest lattice site, while m stays the

same. Employing the identity eiz sin θ =
∑∞

k=−∞ e
ikθJk(z), one can obtain:

Jeff = J
∞∑

k=−∞

J2k(s1)Jk(s2)eikϕ, (2.21)

where

si =
aKi

ωi
, (2.22)

are dimensionless strengths of the first (i = 1) and the second (i = 2) harmonic,

J is the bare tunnelling matrix element and Jn is the ordinary Bessel function.

One could also consider a tunnelling matrix element that involves a change in

m. However, recalling the dressed atom picture, such a process corresponds to

absorption or emission of a photon. If ~ω � J this process is “off-resonant" and

thus strongly suppressed. Usually, when considering the rate of some process we

separately consider the size of the relevant matrix element and the issue whether

the process is resonant. Here, since the Floquet matrix element already involves

the averaging over time, the off-resonance of the m-changing process explicitly

appears as the suppression of the matrix element.

More generally, if ~ω is greater than any other relevant energy scale in the problem,

the matrix of the Floquet Hamiltonian consists of diagonal m-blocks, in our case

in the basis (2.18), which are very weakly coupled to each other4.

The diagonal blocks of the Floquet Hamiltonian in the tight-binding approxima-

tion and taking into account only nearest-neighbour tunnelling becomes:

〈〈φj′,m|H|φj,m〉〉 = −Jeff δj′,j+1 − J∗eff δj′,j−1 + (mω + E0) δj′,j, (2.23)

where E0 = 〈Wj|(p2/2m + V )|Wj〉. Let us stress again that there will not be

any tunnelling between different m for different lattice sites due to the fact that
4In our lattice problem, this criterion concerns just the energies within the lowest energy

band. The gap energy between the two different lattice bands should still be greater than the
driving frequency. The latter criterion is important to avoid inter-band transitions occurring due
to the shaking of the lattice [46].
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Figure 2.6: The absolute value (top), A, and the complex phase ϕJ (bottom)
of the effective tunnelling amplitude, Jeff/J = A exp(iϕJ), Eq. (2.21), for a
double harmonic modulation of the optical lattice potential, as a function of the
dimensionless strength s1 of the ω component for s2 = 1 [see Eq. (2.22)], ϕ = 0.2

(black solid lines) and s2 = 3, ϕ = 0.5 (red dashed lines).

~ω � J (blocks for different m are independent), nor any transfer of probabilities

between different m values on the same lattice site if ~ω � Eo (elements of a

block with given m are decoupled among themselves). The description of a single

particle system may then be restricted to a single diagonal block:

Heff = 〈〈φj′,0|H|φj,0〉〉 = −Jeff δj′,j+1 − J∗eff δj′,j−1, (2.24)

where the constant term E0 has been omitted. If there is only the fundamental

frequency present in Eq. (2.16), i.e. K2 = 0, or one of the phase ϕ = 0 or ϕ = π,

the Floquet Hamiltonian is time-reversal invariant. (Formally, H is represented by

a real symmetric matrix in a generic basis [45].) In this case the effective tunnelling

amplitude Jeff in Eq. (2.21) is real.

By breaking TRI we are able to realise nearly arbitrary complex values of the

tunnelling amplitude Jeff = |Jeff |eiϕJ . In Fig. 2.6 we present the absolute value

|Jeff | and the phase ϕJ as a function of the parameter s1, for different fixed values

of s2 and ϕ.

The eigenstates of the Hamiltonian in Eq. (2.24) are the Bloch waves ψj =
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eiqxj/
√
Ns, where Ns is the number of lattice sites, with the dispersion relation

E(k) = −2|Jeff | cos(qa−ϕJ). Single harmonic driving allows for ϕJ = 0 or π and

thus for the ground state with q = 0 or with q at the edge of the first Brillouin

zone. The ground state of the system with broken TRI may correspond to any

value of q.

So far we have concentrated on a 1D problem. However, similar control of the

phases of the tunnelling amplitudes can also be realised in higher dimensions. In-

deed, modulations applied to the lattice along orthogonal axes make it possible

to engineer arbitrary tunnelling matrix elements along the corresponding direc-

tions [32]. In the following we will focus on a 2D triangular lattice.

2.3.2 Triangular optical lattice with complex tunnelings -

simulating classical magnetism

With the help of the double harmonic modulations we are able to realise any phase

of the tunnelling amplitudes

Jα = |Jα|eiϕα , Jβ = |Jβ|eiϕβ ; (2.25)

see Fig. 2.7. Eigenstates of a single particle in such a lattice are Bloch waves with

the dispersion relation

E(k) = −2|Jα| cos(kxa− ϕα)− 2|Jβ|
{

cos
[(√

3ky + kx

) a
2
− ϕβ

]
+ cos

[(√
3ky − kx

) a
2
− ϕβ

]}
. (2.26)

We induce a shift of the dispersion relation along the ky direction in the reciprocal

space by changing the value of ϕβ (with the other parameters fixed). The modifi-

cation of ϕα alters the structure of the dispersion relation. It can reveal a doubly

degenerate ground state for ϕα = π. The presence of such a degeneracy has been

observed experimentally in a Bose system [10]. For example, for Jα = Jβ = −|Jβ|

the system in most experimental realisations chooses spontaneously one of the two
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Figure 2.7: Triangular Bravais lattice points and amplitudes Jα,β correspond-
ing to tunnelling from a lattice point to the nearest neighbours.

ground states. With the double harmonic modulation breaking the TRI, the two

degenerate minima for ϕα = π can be moved arbitrarily along the ky direction

with a change of ϕβ, see Fig. 2.8.

In the Hamburg experiment a Bose-Einstein condensate has been prepared in a tri-

angular lattice. Although, in that case particle interactions are present, the ground

state is still determined by the single particle dispersion relation [Eq. (2.26)]. In-

deed, assuming a homogeneous system (which is a good approximation of the ex-

perimental situation) the solution of the Gross-Pitaevskii equation has the chem-

ical potential given by µB = E(k) + nBUB, where UB characterises the on-site

particle interactions and nB is the average number of bosons per lattice site. We

would like to stress that, in the presence of the interactions, the restriction to a sin-

gle block of the Floquet Hamiltonian like in Eq. (2.24) is valid provided ~ω � UB

[29]. On the other hand, ~ω must be much smaller than the energy separation

between bands of the periodic lattice problem for the description limited to the

lowest band to be valid.
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Figure 2.8: Contour plots of the dispersion relation Eq. (2.26) for |Jα| = |Jβ|
and ϕα = ϕβ = π/2 (a) and ϕα = π and ϕβ = π/4 (c); cool colours indicate re-
gions around energy minima. In right panels directions of arrows indicate phases
eik·ri where k corresponds to a minimum of the dispersion relation. Specifically
ka =

(
π
3 ,

π√
3

)
for the minimum in (a) and ka =

(
+2π

3 ,
π

2
√

3

)
for one of the

two degenerate, non-equivalent minima in (c). Arrows in panel (b) and (d) are
related to (a) and (c), respectively.

2.4 Fermions in the triangular lattice

Consider now a mixture of fermions in two different internal states (say spin up,

↑, and down, ↓, states) with the attractive contact interactions in a 2D triangular

optical lattice. We assume that the tunnelling amplitude can have any complex

phase [Eq. (2.25)]. In the tight-binding approximation the Hamiltonian of the

Fermi system reads

ĤF = −
∑
〈ij〉

Jij

(
â†i↑âj↑ + â†i↓âj↓

)
− µ

∑
i

(n̂i↑ + n̂i↓)− U
∑
i

â†i↓â
†
i↑âi↑âi↓, (2.27)
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where the operator âi↑ annihilates spin-up fermion at i-site, n̂i,↑ = â†i↑âi↑ and

similarly for spin-down fermions. The tunnelling amplitude Jij = J∗ji and it is equal

Jα or Jβ, Eq. (2.25), depending on a direction of the tunnelling in the triangular

lattice, see Fig. 2.7. The parameter U > 0 characterises the inter-species, on-site,

attractive interactions [Eq. (2.9)] and µ stands for the chemical potential.

The standard BCS approach [21] leads to the effective Hamiltonian:

HF,eff = −
∑
〈ij〉

Jij

(
â†i↑âj↑ + â†i↓âj↓

)
−µ
∑
i

(n̂i↑ + n̂i↓)+
∑
i

(
∆i â

†
i↑â
†
i↓ + ∆∗i âi↓âi↑

)
,

(2.28)

where the pairing function

∆i = U〈âi,↑âi,↓〉. (2.29)

If the phases of the tunnelling amplitudes [Eq. (2.25)] are zero the ground state of

the system corresponds to a constant pairing function ∆ = const. However, the

pairing function can acquire a non-trivial phase when the tunnelling amplitudes

become complex. In order to find the ground state of the system let us look for

the solutions of the Bogoliubov-de Gennes equations in the form uk(ri)

vk(ri)

 =
eik·ri√
Ns

 Uk e
ik0·ri

Vk e
−ik0·ri

 , (2.30)

where Uk and Vk satisfy E(k + k0)− µ ∆̄

∆̄∗ −Ẽ(k− k0) + µ

 Uk

Vk

 = εk

 Uk

Vk

 , (2.31)

and |Uk|2 + |Vk|2 = 1. In Eqs. (2.31), E(k) is the dispersion relation Eq. (2.26)

while Ẽ(k) = E(k;ϕα → −ϕα, ϕβ → −ϕβ). Solving (2.31) we obtain the following

eigenvalues

εk,± =
E(k + k0)− Ẽ(k− k0)

2

±

√
(E(k + k0) + Ẽ(k− k0)− 2µ)2

4
+ |∆̄|2.

(2.32)
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It may happen that the excitation spectrum of the system, i.e. the upper branch

εk,+, is negative for some k. In such a case, the corresponding quasi-particles are

present even at zero temperature. Therefore, at T = 0, the proper equation for ∆̄

reads

∆̄ =
U

Ns

∑
k

∆̄

2εk,+
[1− 2θ(−εk,+)], (2.33)

where the Heaviside function θ(−εk,+) ensures that quasi-particles corresponding

to negative energy spectrum are also included [21]. Finally the desired pairing

function becomes

∆i = U
∑
k

uk,+(ri)v
∗
k,+(ri)[1− 2θ(−εk,+)]

= ei2k0·ri∆̄. (2.34)

When we switch from ϕα = ϕβ = 0 to ϕα = 0 and ϕβ 6= 0 the minimum of the

dispersion relation Eq. (2.26) is shifted from k = 0 to k = k0 = (0, 2ϕβ). In the

ground state of the system fermions occupy energy levels starting from the new

minimum up to the Fermi level. Thus, all fermions acquire quasi-momentum k0

and consequently the pairing function gets the quasi-momentum 2k0, see Eq. (2.34).

For |Jα| = |Jβ| and ϕα = π there are two non-equivalent, degenerate minima

of E(k). For example, for ϕβ = π/4 they are located at k =
(
±2π

3a
, π

2a
√

3

)
; see

Fig. 2.8(c). In the ground state, fermions occupy energy levels with quasi-momenta

around both of the minima. A nonzero pairing function exists for different values

of k0. However, for k0 =
(

0, π
a
√

3

)
we obtain the lowest energy of the Hamiltonian

Eq. (2.28). A slight change of k0 causes a rapid decrease of the energy gap in the

excitation spectrum Eq. (2.32). In Fig. 2.9 we present the Fourier transform |∆k|2

of the paring function, where ∆k =
∑

i ∆ie
−ik·ri/

√
Ns, obtained numerically for a

finite system. For the chemical potential µ = 0 (which would corresponds to the

half-filling regime for noninteracting particles), |Jα| = |Jβ|, U/|Jα| = 2, we obtain

|∆i|/|Jα| = 0.111 at the centre of the lattice, which agrees with the analytical
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Figure 2.9: Modulus squared of the Fourier transform of the BCS pairing
function |∆k|2, where ∆k =

∑
i ∆ie

−ik·ri/
√
Ns, obtained numerically for a finite

system of 60×60 lattice sites for |Jα| = |Jβ|, ϕα = π, ϕβ = π/4, U/|Jα| = 2 and
µ = 0. The |∆k|2 corresponds to the ground state of the isolated Fermi system.

The peak is located at ka = (0.00, 1.78) ≈
(

0, π√
3

)
.

solution ∆̄/|Jα| = 0.109 for an infinite lattice. In Fig. 2.9 we see that even for the

lattice of 60× 60 sites there exists a clearly resolved peak at k ≈ 2k0 =
(

0, π
a
√

3

)
.

In conclusion, we have shown that the Fermi system can simulate classical mag-

netism, similar as was discussed in [10] for Bosons. Indeed, in a triangular lattice

with complex tunnelings, the phase of the complex pairing function is the one that

is mapped onto the orientation of the classical spins. It is a consequence of the fact

that the paring function is influenced by the shift of the minimum of dispersion

relation for fermions, as seen in the Eq. (2.34).

2.5 Mixture of fermions and molecular dimers on

the triangular lattice

2.5.1 The limit of dominant number of molecular dimers

In this section we consider a situation when the fermions coexist with molecular

dimers – pairs of spin-up and spin-down fermions. The dimers form a Bose-Einstein
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condensate. Such a mixture can be prepared by sweeping the system over a Fesh-

bach resonance that creates a molecular BEC and leaves some fraction of unbound,

repulsively interacting fermions. Then crossing a second Feshbach resonance one

is able to change the interactions between fermions from repulsive to attractive,

turning unbound fermions into BCS pairs [47]. The process does not affect the

molecules at the same time. For this purpose Feshbach resonances at 202 G and

224 G for 40K atoms [48] seem to be quite suitable. We also assume the presence

of a weak Bose-Fermi coupling that transforms dimers into unbound fermions and

vice versa. It can be realised via the photo-dissociation and photo-association.

For a large molecular BEC the weak coupling does not influence significantly the

condensate wave function and therefore we neglect dynamics of the BEC. The

system under our consideration can be reduced to the following Hamiltonian

Ĥ = ĤF + ĤBF , (2.35)

with

ĤBF = γ
∑
i

(
ψ∗i âi↓âi↑ + ψi â

†
i↑â
†
i↓

)
, (2.36)

where the BEC wave function ψi =
√
nBe

iq0·ri is the ground state solution for

bosons in the triangular lattice, i.e. q0 corresponds to the minimum of the disper-

sion relation Eq. (2.26). For reasons of simplicity but without loss of generality we

choose the same dispersion relation for molecules and for fermions. In the system

under consideration, the tunnelling amplitudes for molecules in a shaken optical

lattice depend on a molecular state in the photo-association process. The cou-

pling constant γ characterises the transfer of dimers into unbound fermions and

vice versa. We consider real γ ≥ 0.

In the presence of the condensate of dimers the BCS effective Hamiltonian (2.28)

has to be supplemented with Eq. (2.36), that is

Ĥeff = ĤF,eff + ĤBF . (2.37)
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In the presence of bosons, if k0 = q0/2, a simple analytical solution of the cor-

responding Bogoliubov-de Gennes equations Eqs. (2.30) exist. This solution need

not correspond to the ground state of the system. However, we will see that for

sufficiently strong coupling between bosons and fermions this becomes the ground-

state solution. Employing Eqs. (2.30) with k0 = q0/2, we obtain the following

equation for ∆̄:

∆̄ =
U

Ns

∑
k

∆̄ + γ
√
nB

2εk,+
[1− 2θ(−εk,+)], (2.38)

where, in the present case, the excitation spectrum is

εk,+ =
E(k + q0/2)− Ẽ(k− q0/2)

2

+

[
(E(k + q0/2) + Ẽ(k− q0/2)− 2µ)2

4
+ |∆̄ + γ

√
nB|2

]1/2

,

(2.39)

and the resulting pairing function

∆i = eiq0·ri∆̄. (2.40)

Let us concentrate on the triangular lattice with |Jβ|/|Jα| = 1, ϕα = π and

ϕβ = π/4 that corresponds to the dispersion relation plotted in Fig. 2.8(c). The

dispersion relation reveals two non-equivalent degenerate minima (i.e. two min-

ima that cannot be related by reciprocal vector), but the solution of the Gross-

Pitaevskii equation for bosons chooses the Bloch wave with the quasi-momentum

corresponding to one of the minima. The signatures of such a spontaneous sym-

metry breaking are observed experimentally [10]. We assume that Bose system

chooses q0 =
(
−2π

3a
, π

2a
√

3

)
and analyse its influence on the Fermi system.

We consider the system with µ = 0. If γ = 0 Cooper pairs with the quasi-

momentum q0 do not exist, i.e. ∆̄ = 0 is the only solution of Eq. 2.38. If coupling

between bosons and fermions is present, but γ
√
nB/|Jα| ≤ 2.11, the system reveals

gapless superfluidity; see Sec. 1.5. Cooper pairs with the quasi-momentum q0
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appear (∆̄ 6= 0), but there is no energy gap in the excitation spectrum. The

system possesses quasi-momenta k for which the excitation energies εk,+ < 0 and

consequently the corresponding quasi-particles are present even at T = 0.

Concerning the ground state of the system, numerical solutions of the Bogoliubov-

de Gennes equations are analysed. It is found that an increase in the parameter

γ causes a gradual enlargement of the peak at k = q0 in the Fourier transform

of the paring function, together with a reduction of the peak at k = (0, π
a
√

3
) (the

solution in the absence of bosons considered in the previous section).

When γ
√
nB/|Jα| ≈ 0.3 we observe a crossover: the peak at k = (0, π

a
√

3
) becomes

hardly visible and the ground state starts to be well reproduced by the paring

function Eq. (2.40).

For γ
√
nB/|Jα| > 2.11 an energy gap shows up, εk,+ > 0. There is no quasi-

particle at zero-temperature and the pairing function [Eq. (2.40)] is related to the

ground state of the system.

In Fig. 2.10 we present numerical solutions for the triangular lattice of 60 × 60

sites for different values of γ
√
nB/|Jα|. In Fig. 2.10(a) the Fourier transform of

the pairing function reveals two peaks at k ≈ 2k0 =
(

0, π
a
√

3

)
and k = q0 =(

−2π
3a
, π

2a
√

3

)
. The solution correspond to γ

√
nB/|Jα| = 0.2, for which the paring

function at the centre of the lattice is |∆i|/|Jα| = 0.128 and the energy gap in the

excitation spectrum is close to zero (min(εk,+) ≈ 0.00415|Jα|). In Fig. 2.10(b) the

high peak of the paring function in momentum space is clearly visible at k ≈ q0

due to the stronger coupling to bosons, γ
√
nB/|Jα| = 2.3. The pairing function at

the centre of the lattice is |∆i|/|Jα| = 0.891 and the energy gap in the excitation

spectrum is 0.187|Jα|. This numbers agree with the solutions for infinite system,

∆̄/|Jα| = 0.891 and min(εk,+) = 0.194|Jα|.

2.5.2 Effects of variation of the number of molecular dimers

In the previous section we considered the Bose-Femi mixture on the lattice with

a weak coupling γ, that transforms dimers into unbound fermions and vice versa.
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Figure 2.10: Modulus squared of the Fourier transform of the BCS pairing
function |∆k|2, where ∆k =

∑
i ∆ie

−ik·ri/
√
Ns, obtained numerically for a finite

system of 60 × 60 lattice sites for |Jα| = |Jβ|, ϕα = π, ϕβ = π/4, U/|Jα| = 2
and µ = 0. The Fermi system is coupled to the Bose-Einstein condensate, with
wave function ψi =

√
nBe

iq0·ri . Panel (a) shows |∆k|2 with two peaks located
at the positions ka =

(
0, π√

3

)
and k = q0. The coupling between fermions and

molecule dimers is γ
√
nB/|Jα| = 0.2. In the panel (b) the peak is placed at

ka = (2.09, 0.26) ≈ q0a =
(
−2π

3 ,−
π

2
√

3

)
for γ

√
nB/|Jα| = 2.3.

Due to the dominant number of bosons over fermions, the solutions for Gross-

Pitaevskii equation were not influenced by the γ coupling. In this section we

would like to analyse a system, in which we include also the stationary equations

for dimers. The Hamiltonian for the fermions coexisting with molecular dimers in
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the second quantisation formalism is:

Ĥ =

∫
d2r

[ ∑
s=+,−

(
Ψ̂†f,s(r)H0,f (r)Ψ̂f,s(r)−

|gff |
2

Ψ̂†f,s(r)Ψ̂
†
f,−s(r)Ψ̂f,−s(r)Ψ̂f,s(r)

)
+Ψ̂†b(r)H0,b(r)Ψ̂b(r) +

gbb
2

Ψ̂†b(r)Ψ̂
†
b(r)Ψ̂b(r)Ψ̂b(r)+

Γ
(

Ψ̂†b(r)Ψ̂f,↓(r)Ψ̂f,↑(r) + Ψ̂b(r)Ψ̂
†
f,↑(r)Ψ̂

†
f,↓(r)

)]
,

(2.41)

whereH0,f(b)(r) = − ~2

2mf(b)
∇2−µf(b)+V (r), and V (r) is an optical lattice potential.

The field operators of bosonic and fermionic atoms are denoted respectively by

Ψ̂b(r) and Ψ̂f,s(r) where s ∈ {↑, ↓} indicates a spin state, µf(b) stands for the

chemical potential of the Fermi and Bose sub-systems and mb and mf are masses

of bosons and fermions, respectively. We consider the contact s-wave interaction

among the spices of the same kind, denoted by the parameter gff for fermions

and gbb for bosons. The term Γ, similarly as in the previous section, is responsible

for the conversions between molecules and free fermions. The effective mean field

Hamiltonian is expressed in the form:

Ĥeff =

∫
d2r

[ ∑
s=+,−

(
Ψ̂†f,s(r)H0,f (r)Ψ̂f,s(r)

)
+ nbφ

∗(r)H0,b(r)φ(r)

+n2
b

gbb
2
φ∗(r)φ∗(r)φ(r)φ(r) +

(
∆†(r)Ψ̂f,↓(r)Ψ̂f,↑(r) + ∆(r)Ψ̂†f,↑(r)Ψ̂

†
f,↓(r)

)
+Γ
√
nb

(
φ∗(r)Ψ̂f,↓(r)Ψ̂f,↑(r) + φ(r)Ψ̂†f,↑(r)Ψ̂

†
f,↓(r)

)]
,

(2.42)

where the mean field paring function is defined as

∆(r) = −|gff |〈Ψ̂f,↓(r)Ψ̂f,↑(r)〉. (2.43)

We also replace the bosonic operator:

〈Ψ̂b(r)〉 =
√
nbφ(r), (2.44)
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where nb is the number of bosons. We derive equations for eigen-functions un(r),

vn(r) using the standard BCS approach (see Sec. 1.4.2):

Enun(r) = H0,f (r)un(r) + (∆(r) + Γ
√
nbφ(r)) vn(r) (2.45)

Envn(r) = −H∗0,f (r)vn(r) +
(
∆†(r) + Γ

√
nbφ

∗(r)
)
un(r) (2.46)

We assume that the molecular bosonic function is coupled to fermions by the

paring function ∆(r). Then the Gross-Pitaevskii equation can be written as:

µbφ(r) =
(
H0,b(r) + nb|gbb||φ(r)|2

)
φ(r)− Γ

√
nb|gff |

∆(r) (2.47)

The discretisation of the space is done by expressing the functions un(r), vn(r)

and φ(r) in the Wannier’s bases for the lowest energy band:

un(r) =
∑
i

wf (r− ri)un(ri) (2.48)

vn(r) =
∑
i

wf (r− ri)vn(ri) (2.49)

φ(r) =
∑
i

wb(r− ri)φ(ri), (2.50)

The system can be then described by the following equations

Enun(ri) = −
∑
〈i,j〉

Ji,jun(rj)− µfun(ri) + [∆(ri) + γ
√
nbφ(ri)] vn(ri) (2.51)

Envn(ri) =
∑
〈i,j〉

J∗i,jvn(rj) + µfvn(ri) + [∆∗(ri) + γ
√
nbφ

∗(ri)]un(ri) (2.52)

µbφ(ri) = −
∑
〈i,j〉

Ji,j,bφ(rj) + Ubnbφ
∗(ri)φ(ri)φ(ri)−

γ
√
nbU

∆(ri) (2.53)
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The bosonic function φ(r) is normalised to 1 and the fermionic functions un and

vn obey |un|2 + |vn|2 = 1 for each n. The tunnelling amplitudes are defined as

Ji,j =

∫
dr2w∗f (r− ri)H0,fwf (r− rj) (2.54)

Ji,j,b =

∫
dr2w∗b (r− ri)H0,bwb(r− rj) (2.55)

We reduce the description of the system by using the nearest-neighbour-tunnelling

and on-site-interactions, which are expressed the by following terms:

U = gff

∫
dr2|wf (r− ri)|4 (2.56)

Ubb = gbb

∫
dr2|wb(r− ri)|4 (2.57)

γ = Γ

∫
dr2wb(r− ri)

∗wf (r− ri)wf (r− ri) = γ∗ (2.58)

The system is also subject to the time-periodic shaking, which leads to complex

tunnelling elements Ji,j,(b) (Sec. 2.3.1). In our calculations the stationary system

is described by the equations (2.51) - (2.53). The system has many parameters

that can be varied such as the chemical potential, number of bosonic particles,

the fermion interaction U , the boson-boson repulsion strength Ubb, the coupling γ

characterising the process of photo-association. The values of those constants are

normalised to the amplitude of the tunnelling |Ji,j| for fermionic atoms. For sake

of simplicity we choose the same complex tunnelings for bosons and fermions; Ji,j,b

equals Ji,j.

The procedure to find the spatially varying paring function ∆(ri) together with

wave function φ(ri) is done in a self-consistent manner (for detail description

see A.2)

2.5.2.1 Results

In this section we present the results obtained by solving Eqs. (2.51) - (2.53). The

system is interesting due to its potential use as a simulator of classical magnetism.

We focus on revealing what kind of spatially varying phases we are able to have for
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fermions in two spin states coupled weakly to a condensate of dimers via Raman

field in the triangular lattice with complex tunnelings. In this part of the thesis

we analyse how the conclusions from Sec. 2.5.1 change when we add to the system

the stationary equation for bosons and we then vary the number of those particles.

Figure 2.11: The effect of Bose-Fermi coupling on: (a) the BCS pairing func-
tion ∆ and (b) the BEC wave function φ, for different values of the coupling
strength γ and the number of bosons nb. In absence of coupling ∆ has its “nat-
ural" Fourier peak, i.e. maximum of |∆k|2, at k = 2k0 =

(
0, π

a
√

3

)
, while |φk|2

has its natural peak at q0 =
(
±2π

3a ,
π

2a
√

3

)
, with one of the two possible q0 val-

ues spontaneously chosen. For sufficiently large γ one sub-system can impose
its preferred spectral peak (i.e. its spatially varying phase) onto the other. In
both panels red colour denotes the regime of “bosonic dominance", where |∆k|2
and |φk|2 have a dominant (or only) peak at q0. Conversely, blue colour denotes
“fermionic dominance", with main/only spectral peaks at 2k0. The calculations
were performed for a system of 10 × 10 lattice sites, with |Jα| = |Jβ|, ϕα = π,

ϕβ = π/4, U/|Jα| = 2, Ubb/|Jα| = 2 and µ = 0.

The main results are displayed in the Fig. 2.11. As in the section 2.5.1 we

consider as an example a degenerate dispersion relation with two minima k =(
±2π

3a
, π

2a
√

3

)
. It is realised by the following values of the complex hopping param-

eters: |Jβ|/|Jα| = 1 with ϕα = π and ϕβ = π/4.

Previously we showed that without any transfer between fermions and bosons

(γ = 0), the Fourier transform of the paring function, |∆k|2, exhibits a peak at
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k = 2k0 = (0, π
a
√

3
) (see Fig. 2.9) according to Eq. (2.34). On the other hand, for

γ > 2.11 and a large number of bosons the peak of |∆k|2 is located at the position

spontaneously chosen by the bosons, k = q0 =
(
±2π

3a
, π

2a
√

3

)
[Eq. (2.40)]. The

Figure 2.12: Modulus squared of the Fourier transform of the BCS pair-
ing function ∆k =

∑
i ∆ie

−ik·ri/
√
Ns and the BEC wave function φk =∑

i φie
−ik·ri/

√
Ns. The numerical calculation are proceeded for a finite sys-

tem of 60 × 60 lattice sites for |Jα| = |Jβ|, ϕα = π, ϕβ = π/4, Ubb/|Jα| = 1
and µ = 0. The transfer between bosons and fermions and vice versa is equal
to γ/|Jα| = 1.5 with the number of bosons per site equal nb/Ns ≈ 0.05. Panel
(a) presents |∆k|2 that has a peak located at ka = (0., 1.78) ≈

(
0, π√

3

)
. Panel

(b) presents the Bose-Einstein condensate wave function |φk|2 with the peaks
located at ka = (0, 1.78) ≈

(
0, π√

3

)
and ka = (2.09, 0.89) ≈

(
2π
3 ,

π
2
√

3

)
.

solutions of Eqs. (2.51) - (2.53) reproduce these results. Indeed, if the number of

bosons is increased the relevant term grows like
√
nb in the equations [Eq. (2.51) -

(2.52)], while the influence of the Fermi paring function on the boson decreases as

1/
√
nb [Eq. (2.53)]. In Fig. 2.11, this regime of “bosonic dominance" is denoted
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by the red colour. Here, the dominant peaks of both |∆k|2 and |φk|2 is located at

k = q0 =
(
±2π

3a
, π

2a
√

3

)
.

In Fig. 2.11 there are also minority regions denoted in blue. In this case the

dominant peaks of both |∆k|2 and |φk|2 appear at 2k0. This implies that the

paring function has the solution governed by the dispersion relation for fermions

and this solution is also imprinted on the bosons.

For simplicity, in Fig. 2.11 we have labeled different regimes (blue and red) accord-

ing to the dominant Fourier peak of the BEC and the Fermi paring function. We

note however that close to the boundary of the two regions both peaks are present

(this is illustrated in Figs. 2.12 and 2.13). Sufficiently far from the boundary, each

of the two wave functions has only one spectral peak, either its natural one or the

one imposed by other subsystem. For example, for γ/|Ji,j| > 2 and nb/Ns ≤ 0.1,

the coupling has no effect on the fermions and bosons posses a solution:

φi = ei2k0·ri|φ̄|. (2.59)

This is a natural solution when we neglect the kinetic energy of the molecules,

i.e. Ji,j is not important when it is significantly smaller than γ. The dimers then

simply have a phase which was a sum of the quasi-momenta of the two fermions

that constitute them, even though this does not minimise dimers kinetic energy.

This existence of this novel regime is qualitatively the main result of this section.

More quantitatively, let us summarise all the various combinations of the solutions

found by solving Eqs. (2.51) - (2.53):

1. For a small γ/|Jα| the BEC and the Fermi paring function are decoupled.

2. There exists a crossover regime for γ/|Jα| < 2.6, for which the Fourier trans-

forms of the paring function or the Bose function show two peaks at 2k0 and

q0. The relative strength of this peaks depends of number of bosons, for

examples look Figs. 2.12 and 2.13).
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Figure 2.13: Modulus squared of the Fourier transform of the BCS pairing
function and the BEC wave function. The solution are obtained for a system
with the same parameters as in the Fig. 2.12, besides the transfer, which now
is equal γ/|Jα| = 0.2, with bosonic particles nb/Ns ≈ 1.6. In panel (a) |∆k|2

is shown. There are the two peaks present at ka = (0.00, 1.78) ≈
(

0, π√
3

)
and

ka = (2.09, 0.89) ≈
(

2π
3 ,

π
2
√

3

)
. Panel (b) presents a peak of the BEC wave

function appearing at the position ka = (2.09, 0.89) ≈
(

2π
3 ,

π
2
√

3

)
.

3. For strong coupling γ/|Jα| > 2 one subsystem can control the other. When

the number of bosons is small then their phase is controlled by fermions,

while the number of bosons is large the opposite happens.
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Figure 2.14: The region of gapless superfluidity. The figure presents a region,
denoted by a white colour, for which the minimal positive excitation energy is
less that 0.1 of the average value of the modulus of the paring function in the
configuration space. The results were obtained numerically for a small system
of 10 × 10 lattice sites, with |Jα| = |Jβ|, ϕα = π, ϕβ = π/4, U/|Jα| = 2 and

µ = 0. The red curve denotes the equality nb = (2.11)2

γ2/|Jα|2

2.5.2.2 Gapless superfluidity

In the calculation for a small lattice size we capture the gapless superfluid5 regime

described in the Sec. 1.5 and 2.5.1. In Fig. 2.14 the white region indicates the

gapless regime, as a function of the number of bosons and the coupling between

fermions and bosons. The energy gap disappears in the region starting from boson

occupation number greater then nb/Ns ≈ 0.2 and for the coupling 0.2 < γ/|Jα| <

2.6.

In Sec. 2.5.1 we discussed the system, where the bosons were in majority. The

gapless superfluidity was detected for γ
√
nb/|Jα| < 2.11. By looking at Fig. 2.14

we notice that the condition nb < (2.11)2

γ2/|Jα|2 is qualitatively fulfilled. The difference

5The gapless superfluid regime is defined by the disappearance of the gap in the excitation
spectrum. In our calculation it is assumed to appear when min(εk,+) < 0.1∆̄.
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comes from the fact that the calculation we proceed in this section are done for

much smaller lattice size (Ns = 10) rather than (Ns = 60) and the condition for

gapless superfluid is less restrictive on the Fig. 2.14, i.e., min(εk,+) < 0.1∆̄.

To conclude, we considered the mean field description of a fermionic mixture cou-

pled to bosonic molecules. We studied the competition between the solution gov-

erned by the single-particle dispersion relation and the one imposed by the transfer

characterised by the term γ. We confirmed the solution from Sec. 2.5.1 and also

found a new regime for small number of bosons where the paring function imposed

its phase on the wave function of the condensate.

2.6 Conclusions

We have studied a fermionic system as well as a Bose-Fermi mixture in a triangular

lattice potential with complex tunnelings. In such a lattice the Bose system can

simulate frustrated classical magnetism [10]. We have shown that this behaviour

is similar for fermions where the pairing function acquires a complex phase. As-

suming the presence of a coupling mechanism—an exchange of unbound fermions

and bosonic molecules—we have shown that the complex phase of the Bose wave

function can be imposed on the fermions, as reflected in the Fermi pairing func-

tion. We have also shown for small number of molecules the pairing function can

force its phase on the bosons.



Chapter 3

Self-localisation of a small number

of Bose particles in a superfluid

Fermi system

3.1 Introduction

In this chapter we study the phenomenon of self-localisation of impurities of a

condensed bosonic species in a homogeneous balanced mixture of fermions in two

different internal states. This process occurs due to nonlinear interaction effects.

It causes a deformation of the density profile of the majority particles in a form

of a trapping potential for the impurity.

The behaviour of a small object immersed in a degenerate quantum gas has been

investigated by several authors [49–65].

There are also many recent experimental realisations that explore the impurity

physics either in the weakly [66–70] or the strongly interacting regime [71–74].

For example, weak interactions between a single impurity atom and particles of a

large BEC can be described by perturbation theory [75], but for stronger interac-

tions the effective mass of the impurity atom diverges, indicating the breakdown

59
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of the perturbative approach and the self-localisation of the impurity [76, 77].

This process shares similarities with the small polaron problem. Indeed, in solid

state physics a movement of an electron through a crystal lattice causes distortions

(Fig. 3.1), resulting in the formation of the polaron - an entity composed of the

electron and a cloud of virtual phonons. The polaron shows a tendency to self-trap

itself in a form of localised states [78].

Figure 3.1: An electron (red) moving in a crystal lattice of ions (blue)
creates a distortion, which leads to formation of a polaron. Adopted from

http://www.research.gov/

When an impurity injected into a BEC interacts even more strongly (than in

the regime that resembles behaviour of a polaron), it enters a regime where yet

another mapping into a condensed-matter phenomenon can be made. In this

regime a complete space separation between condensate and immersed particles is

observed. This behaviour closely relates to election bubbles in helium [79], which

are formed by excess electrons in liquid helium. Helium atoms are pushed away

by the quantum kinetic pressure exerted by the trapped electron and this pressure

is balanced by surface tension and hydrostatic pressure [80].

Additionally, interesting physics can be studied when impurities interact among

themselves. Two polarons can form a bound state (bipolaron) [81]. N impurities

can crystallise for a certain set of parameters [56].

In ultra-cold fermionic gases polaron effects with a small number of spin-up

fermions immersed in a large cloud of spin-down Fermi particles have been studied

theoretically [60–65] and experimentally [82–84]. Employing a Feshbach resonance,



Introduction 61

experimentalists have been able to investigate a transition from the nearly non-

interacting case, through the polaron regime, to the limit where pairs of unlike

fermions form tightly bound molecules. For example, on the repulsive side of the

Feshbach resonance, strongly interacting fermions might form repulsive polarons

[84]. This state can lead to creation of exotic quantum phases [85–88]. (Note

that on the positive side of the Feshbach resonance fermions are unstable against

decay into a bound molecular state, but nevertheless, this regime has proven to

be experimentally accessible.)

Similar polaronic regime appears in a resonant Bose-Fermi mixture, involving one

spin state each of bosonic and fermionic atoms. For a small number of bosons

(nb < nf ), Monte-Carlo calculations suggest a first-order quantum phase transition

between condensed polaronic regime and a molecular phase in which molecules are

formed by one bosonic and one fermionic atom, and interact weakly with unpaired

fermions [89–91].

Another interesting theme is to study a “magnetic" impurity localised (by an

external potential) in a superfluid fermionic mixture. By this we mean that the

impurity interacts differently with spin-up and spin-down atoms. At the mean-

field level this leads to pairs of bound states in the superconducting gap as well as

bound states below the Fermi sea for repulsive interactions [72]. Complimentary

to this work, here we consider a small number of Bose particles immersed in a

large, homogeneous, superfluid and balanced mixture of spin-up and spin-down

fermions.

This chapter is organised as follows. In Sec. 3.3 we begin with an explanation of the

concept of instability of a Bose-Fermi mixture, and then introduce the theoretical

model used in our description of Bose-Fermi mixtures. The results for the case

of three-dimensional and one-dimensional systems are collected in Sec. 3.4. We

describe the self-localisation of both interacting and non-interacting impurities. In

the one-dimensional space we particularly focus on soliton-like states.
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3.2 Instability of Bose-Fermi mixtures

In this section we would like to investigate how a weak contact interaction can make

a homogeneous binary mixture unstable. Specifically, we are interested in bosonic

impurity immersed in a fermionic system. Another limit, already investigated in

the literature, concerns mixtures with a number of bosons comparable to (or even

larger than) the number of fermions [92–101]. In that regime the instability of a

homogeneous solution appears when boson-fermion interaction reaches a critical

strength. Here, in the case of small boson numbers, the boson-boson interactions

can be neglected and the uniform density solution is unstable for any non-zero

boson-fermion coupling.

As an illustration of how interactions can lead to a phase separation, let us dis-

cuss a simple model of Nf fermions in one spin state and a small population,

Nb, of bosonic particles. The system is initially homogeneous. The instability is

introduced in a system if one finds a deviation of density that lowers the total en-

ergy. The total canonical energy in the model depends on the densities of bosons,

nb = Nb/V , and fermions, nf = Nf/V , where V is the three-dimensional volume:

E =

∫
dr3 E [nb, nf ] , (3.1)

where E is the energy density. Due to the Pauli principle, there is no interaction

between the fermions. We also assume that the bosonic kinetic energy is negligible

in the thermodynamic limit. Finally, we also omit the boson-boson interaction.

This leads to:

E =

(
3

5
nfEf + gbfnbnf

)
and E = V E , (3.2)

where Ef = [~2/2mf ](6π
2)2/3n

2/3
f = An

2/3
f stands for the Fermi energy, mf is

the fermion mass, gbf denotes the interaction strength between the bosonic and

fermionic atoms. The first term in the energy density [Eq. (3.2)] is the energy of

fermions and the second expression denotes the interaction energy.
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We now consider small changes in densities of the two species. First-order variation

of Eq. (3.2) has to vanish, due to the particle number conservation. The second

order variation of E with respect to densities fluctuations δni has a form

δ2E = V

(
2

3
Anf

−1/3δ2nf + 2gbfδnbδnf

)
. (3.3)

For an energy minimum the expression in Eq. (3.3) has to be positive. More

formally, all the minors of the energy functional have to be non-negative:

∂2E
∂n2

f

≥ 0,
∂2E
∂n2

b

≥ 0 (3.4)

and
∂2E
∂n2

f

∂2E
∂n2

b

−
(

∂2E
∂nf∂nb

)2

≥ 0. (3.5)

In our model
(

∂2E
∂nf∂nb

)
= gbf and ∂2E

∂n2
b

= 0, so in order for the system to stay

homogeneously mixed we would need

g2
bf ≤ 0. (3.6)

We thus conclude, that for any sign of non-zero value of gbf the system becomes

unstable. Note that in our simple model, there is neither bosonic pressure (coming

from the kinetic energy) nor boson-boson interactions to suppress the density

fluctuations.

Let us show a simple example of a configuration that lowers the energy compared

to the energy of a homogenous system. We consider a three-dimensional box filled

with the Bose-Fermi mixture considered above, with repulsive inter-species inter-

actions. We then divide the box into two halves and assume that a small number

of fermions moves from one half of the container to the other. Consequently, the

density is lowered by −δnf in one half and elevated by δnf in the other. Due to

the repulsive interactions some bosons δnb move to the half where there is less

fermions. We then calculate the total energy as a sum of the energy in the two
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halves:

E =
3

5

NfEf
2

[(
1 +

δnf
nf

)5/3

+

(
1− δnf

nf

)5/3
]

+
gbfV

2

[
nf

(
1 +

δnf
nf

)
nb

(
1− δnb

nb

)
+ nf

(
1− δnf

nf

)
nb

(
1 +

δnb
nb

)]
.(3.7)

For a large enough box the energy is given by:

E =
3

5

NfEf
2

[(
1 +

δnf
nf

)5/3

+

(
1− δnf

nf

)5/3
]

+ gbfV

[
nfnb

(
1− δnf

nf

δnb
nb

)]
.

(3.8)

Figure 3.2: A box with an imbalanced number of fermions in the two halves.
The repulsive interaction leads bosons to move into the half with lower fermion
number. This configuration has lower energy than a homogeneous mixture of

the two species.

In the presence of any fermionic density fluctuations, δnb = nb minimises the

energy, as illustrated in a Fig. 3.2. We still have to prove that this is a favourable

configuration for the fermions. In order to do this, we calculate the total energy

difference between systems with and without the fluctuations, for δnb = nb:

E [nb ± δnb|δnb=nb , nf ± δnf ]− E [nb, nf ] = (3.9)

3

5

NfEf
2

[(
1 +

δnf
nf

)5/3

+

(
1− δnf

nf

)5/3

− 2

]
− gbfV nfnb

δnf
nf

. (3.10)

An expansion of the fermion kinetic energy, up to the quadratic term in δnf ,

leads to maximal value of δnf = gbf
3nb
2Ef

that lessens the energy of the system
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for δnb = nb. Thus, for any positive value of gbf some non-zero fluctuation of

the fermion density, combined with bosons fully localising in one half of the box,

lowers the total energy of the system.

One should stress that in this simple illustration we do not calculate the absolute

lowest energy state. We just point out that there is a lower energy state than a

homogeneous mixture of bosons and fermions.

It is also important to stress that the simple phase separation of bosons presented

above is not what we will call self-localisation. In these calculations we have

neglected the kinetic energy of condensed bosons, which grows if they are localised

to one half of the box, and the importance of this effect depends on the total size

of the system. In contrast, we define self-localisation as a phenomena that does

not depend on the boundary conditions, i.e. the volume to which the particles are

localised stays constant when we change the volume of the whole system. Also, the

Bose-Fermi mixture we used as the example of an instability caused by interactions

is much simpler than the model we would like to discuss throughout this work.

First of all, we will like to consider a mutually interacting fermionic mixture in

two different internal states. We will also take into account the bosonic pressure

and, later on, also the repulsive interaction between the bosons.

3.3 Model description of Bose-Fermi mixtures

Let us consider a small number, Nb, of bosonic atoms in a condensed state, im-

mersed in a 3D, homogeneous, dilute and balanced mixture of fermions in two

different internal (spin) states. Interactions between ultra-cold atoms can be de-

scribed via contact potentials Vij(r) = gijδ(r), with strengths given in terms of

s-wave scattering lengths aij, according to gij = 2π~2aij/mij, where mij is the

reduced mass of a pair of interacting atoms. In our model we consider attractive

interactions between fermions in different spin states, i.e. gff < 0. Interactions

between bosons and fermions are determined by the spin-independent gbf . For

the main part of this work, we neglect mutual interactions of bosonic atoms, on
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the assumption that either their density remains sufficiently small or the cou-

pling constant is negligible. We will later verify the validity of this assumption in

Sec. 3.4.1.4.

The system is described by the following Hamiltonian:

Ĥ =

∫
d3r

[
Ψ̂†b

(
− ~2

2mb

∇2

)
Ψ̂b +

∑
s=+,−

(
Ψ̂†f,sH0Ψ̂f,s

−|gff |
2

Ψ̂†f,sΨ̂
†
f,−sΨ̂f,−sΨ̂f,s + gbf Ψ̂

†
f,sΨ̂f,sΨ̂

†
bΨ̂b

)]
,

(3.11)

where H0 = − ~2

2mf
∇2 − µ. Ψ̂b and Ψ̂f,s refer, respectively, to the field operators of

bosonic and fermionic atoms, with s ∈ {+,−} indicating the spin state. µ stands

for the chemical potential of the Fermi sub-system, and mb and mf are masses of

bosons and fermions, respectively.

We look for a thermal equilibrium state assuming that the Bose and Fermi sub-

systems are separable. For instance in the limit of zero temperature it is given by

a product ground state

|Ψ〉 = |ψ〉f |φ〉b. (3.12)

This ansatz was used by Landau and Pekar to describe polaron wave-function

in the strong-coupling regime. It implies that the impurity (usually light and

therefore fast) adiabatically follows the motion of the heavy particles. Similar

to the Born-Oppenheimer approximation, we freeze the coordinates of the slow

system and solve the Hamiltonian of the fast moving objects. The energy of

the fast particles then enters the effective Hamiltonian for the slow system as a

potential energy term. For the impurity in ultra-cold alkali gases the mass ratio

is usually close to unity. In this case, the justification for the ansatz in Eq. (3.12),

which assumes lack of correlations between the impurity and the environment,

comes from the fact that the interaction energy is small compared to the chemical

potential of the majority species [51, 52].
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We also postulate that the Fermi sub-system can be described by the BCS mean-

field approximation [20], with the paring field

∆(r) = |gff |
〈
ψ̂f,+ψ̂f,−

〉
(3.13)

and the Hartree-Fock potential

W (r) = −|gff |
〈
ψ̂†f,+ψ̂f,+

〉
= −|gff |

〈
ψ̂†f,−ψ̂f,−

〉
(3.14)

affected by a potential proportional to the density of bosons Nb|φ(r)|2.

Assuming a spherical symmetry of particle densities, the description of the system

reduces to the Bogoliubov-de Gennes equations for fermions

(
H0 +W + gbfNb|φ|2

)
unlm + ∆vnlm = Enlunlm

∆∗unlm −
(
H0 +W + gbfNb|φ|2

)
vnlm = Enlvnlm , (3.15)

where l and m stand for angular momentum quantum numbers and

W = −|gff |
∑
nlm

|vnlm(r)|2,

(3.16)

∆ = |gff |
∑
nlm

unlm(r)v∗nlm(r), (3.17)

which have to be solved together with the Gross-Pitaevskii equation for bosons

[
− ~2

2mb

∇2 + V (r)

]
φ(r) = µbφ(r), (3.18)

where

V (r) = − 2gbf
|gff |

W (r) = gbfρf (r). (3.19)

The effective potential V (r) for bosons comes from contact interactions between

bosons and fermions. ρf is the density of fermions and µb is the chemical potential

for bosons. We consider a temperature much lower than the critical temperature

for Bose-Einstein condensation, so we can neglect thermal excitations of bosons.
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The coupled Eqs. (3.15) and (3.18) are solved numerically in a self-consistent

manner. We start with choosing an initial function for an impurity, a paring

function and a density for fermions. Each iteration step involves first solving the

eigenvalue problem of the Bogoliubov de Gennes equations (3.15) modified by the

interaction with bosons. This action has to be repeated until ∆ and W converge.

A new value of a bosonic wave function is then obtained by inserting the fermion

density into Eq. (3.18) and then diagonalising. The iterations proceed until all the

quantities converge on a self-consistent solution.

In the calculations and in all the figures we adopt

E0 = 2EF =
~2k2

F

mf

,

l0 =
1

kF
, (3.20)

units for energy and length, respectively, where kF = (3π2n0)1/3 is the Fermi wave-

number of a uniform ideal Fermi gas of density n0. In these units the coupling

constants are

gff = 4π kFaff ,

gbf = 2π kFabf

(
1 +

mf

mb

)
, (3.21)

and we deal with six independent parameters in the system: number of bosons

Nb, chemical potential of the Fermi sub-system µ, ratio of the masses mb/mf ,

scattering lengths kFaff and kFabf , and the radius R of the 3D volume we consider.

In the 3D case the coupling constant gff in ∆ [Eq. (1.30)] has to be regularised in

order to avoid ultraviolet divergences. That is, gff → geff , where

1

|geff |
=

1

|gff |
− 1

2π2

(
1

2
ln

√
EC +

√
µ

√
EC −

√
µ
−

√
EC
µ

)
. (3.22)

The logarithmic term in the Eq. (3.22) results from the sum over Bogoliubov modes

corresponding to the energy above a numerical cutoff EC , performed in the spirit

of the local density approximation; see Sec. B.2 for details.
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3.4 Results in three dimensions

Without interactions between bosons and fermions, the ground state of the system

corresponds to uniform particle densities. For a non-zero coupling constant gbf , the

uniform solution become unstable and, depending on the sign of gbf , the bosonic

and fermionic clouds tend to either separate from each other or stick together.

For sufficiently strong interactions, the effect of self-localisation may be expected

(for a similar problem in the case of an impurity atom immersed in a large Bose-

Einstein condensate see Refs. [50–52]). Indeed, for gbf > 0 bosons repel fermions

and create a potential well in their vicinity where they may localise if the well is

sufficiently large. For attractive interactions the density of fermions increases in

the vicinity of Bose particles. Due to the fact that gbf < 0, the bosons experience

the density deformation as a potential well in which they may localise.

We begin with the 3D model and focus on the repulsive boson-fermion interac-

tions1. Analysis of both the zero-temperature limit and the thermal effects are

performed. We also discuss the possibility of the effect of self-localisation being

a signature of fermionic superfluidity. Finally, we also comment on the effects of

including the boson-boson interaction, and on the case of attractive boson-fermion

interactions.

3.4.1 Repulsive boson-fermion interaction

3.4.1.1 General characteristics of self-localisation

Figure 3.3 shows the densities of bosons and fermions and the pairing function

corresponding to the ground state of the system for gbf = 0 and gbf = 10. With-

out boson-fermion interactions, the quantities are flat and uniform (except for a

small region close to the edge of the 3D volume due to assumed open boundary

conditions). However, when considerable interactions are turned on, it becomes
1Note that our model neglects a possible weakly bound Bose-Fermi molecular state, that can

be found for repulsive interactions between fermionic and bosonic species [72].
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Figure 3.3: Self-localisation of 23Na atoms in a superfluid mixture of 40K
atoms. Panel (a) shows the pairing function ∆(r), panel (b) the fermion density
ρf (r) and panel (c) the density of bosons |φ(r)|2. Solid black lines correspond
to boson-fermion interaction strength gbf = 10 and dotted-dashed blue lines to
gbf = 0. In panel (c) the dotted-dashed blue line is hardly visible because for
gbf = 0 bosons are delocalised and their density is very small. Number of bosons
is Nb = 100, number of fermions is Nf ≈ 12000 (chemical potential µ = EF )

and the fermion-fermion coupling constant is gff = −5.5.

energetically favourable to separate bosons and fermions. The density ρf (r) is de-

pleted around the centre and bosons form a bound state localised in a small area

around r = 0. It is clear that the localisation effect is the result of boson-fermion

interactions. It relies on a local deformation of the density of fermions and is not

affected by the boundary conditions. However, note that the choice of boundary

conditions and the origin makes the point r = 0 special. In a real physical system,

the impurity could be localised at any point in space, spontaneously breaking the

translational symmetry of the system.

The response of the Fermi sub-system to bosons, which tend to localise, can

be investigated by monitoring the deformation of the Bogoliubov quasiparticle

modes. The density of fermions is a sum of the Bogoliubov modes ρf (r) =

2
∑

nlm |vnlm(r)|2. The factor of two comes from the two symmetric spectra of

eigenvalues of the Bogoliubov de Gennes equations. The modes with zero angular
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Figure 3.4: Probability densities |vnlm(r)|2 of two fermion pairs at the bottom
of the Fermi sea with angular momentum l = 0. Panel (a) corresponds to the
ground state (n = 1) of the radial degree of freedom and panel (b) to the first
excited state (n = 2). Solid black lines correspond to boson-fermion interaction
strength gbf = 10 and dotted-dashed blue lines to gbf = 0. All parameters are

the same as in Fig. 3.3.

momentum contribute only to the density around r = 0. Consequently, the mod-

ification of these modes is primarily responsible for preparation of the potential

well in which the bosons localise. In Fig. 3.4 we illustrate the deformation of two

modes with l = 0 corresponding to fermions at the bottom of the Fermi sea, but

we should keep in mind that all modes with l = 0 are affected by the interactions

with bosons. The deformation of modes for fermions at the Fermi level is reflected

by a change in the shape of the pairing field, visible in Fig. 3.3, because those

modes contribute mainly to ∆(r).

The data in Figs. 3.3 and 3.4 are for Nb = 100 23Na atoms and a mixture of

Nf ≈ 12000 40K atoms (chemical potential µ = EF ) in two different hyperfine

states. We set the scattering lengths gff = −5.5 and gbf = 10, with the assumption

that they can be realised using Feshbach resonances (e.g., magnetic resonance for

fermions and optical resonance between bosons and fermions [20, 102]).

In Fig. 3.5 we show the average radius of the Bose cloud, 〈r〉, and its standard

deviation, σ = (〈r2〉 − 〈r〉2)1/2, as a function of the coupling constant gbf . The

self-localisation means that both 〈r〉 and σ are much smaller than the radius of
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the 3D volume. One can see that there is a critical non-zero value of gbf leading

to self-localisation. In the case of a small Bose sub-system considered here, this

critical gbf is distinctly different from the critical value for the instability of the

homogeneous solution in the Sec. 3.2. The latter, for the case without boson-boson

interactions, corresponds to gbf > 0 [Eq. (3.6)].

The replacement of sodium atoms by the lighter 7Li atoms causes an increase of

the critical value gbf for the emergence of self-localisation. This is a consequence

of taking into account the bosonic pressure; compressing the cloud of the light

lithium particles costs more energy than in the case of heavier sodium atoms.
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Figure 3.5: The average radius of the Bose cloud 〈r〉 [panel (a)] and the
standard deviation σ = (〈r2〉−〈r〉2)1/2 [panel (b)] versus boson-fermion coupling
constant gbf . Black full symbols correspond to a mixture of 23Na and 40K atoms,
while red open symbols correspond to a mixture of 7Li and 40K atoms. Note
the abrupt transitions to localised states when critical values of gbf are reached.

All the other parameters are the same as in Figs. 3.3-3.4.

3.4.1.2 Non-zero temperature

A small non-zero temperature mostly affects superfluidity and has little effect

on the self-localisation phenomenon. At a temperature greater than zero, the
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momentum distribution of fermions is smeared out; fermions above the Fermi level

appear. The Hartree–Fock term and the paring function defined in Eqs. (3.16) and

(3.17) then change according to:

W = −|gff |
∑
nlm

[
fnl|unlm(r)|2 + (1− fnl)|vnlm(r)|2

]
,

(3.23)

∆ = |gff |
∑
nlm

(1− 2fnl)unlm(r)v∗nlm(r), (3.24)

with the Fermi-Dirac distribution

fnl =
1

exp(Enl/kBT ) + 1
. (3.25)

For Bosons, we solve the Gross–Pitaevskii equation (Eq. 3.18). Note that the

temperatures we consider are still well bellow the critical temperature for con-

densation. Eqs. (3.23)-(3.24) and Eqs. (3.15)-(3.18) are solved in a self-consistent

manner, according to the procedure described in Sec. 3.3, with just a small mod-

ification. To keep the number of fermions in the system constant, we have to

additionally adjust the chemical potential. However, because the temperatures

are still very low, we can estimate the value of µ. Let us look at the particle

number for the ideal Fermi gas in the limit T → 0 [103]:

N(T, V, z) = g
2πV

h3
(2mf )

3/2

∫ ∞
0

dε
ε3/2

z−1 exp(ε/kBT ) + 1
, (3.26)

where ε is energy, g is the number of spin states (g = 2s+ 1) and z = exp (µ/kBT )

is the fugacity. The correction to Eq. (3.26) for small, but non-vanishing temper-

atures (z >> 1) can be written as an expansion of the function f3/2
2:

N

V
=

4πg

3

(
2mf

h2

)3/2

(kBT ln z)3/2

(
1 +

π2

8
(ln z)−2

)
. (3.27)

2The function fn is defined as fn = 1
Γ(n)

∫∞
0

xn−1dx
z−1ex+1 , where 0 6 z 6∞.
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The equation for the chemical potential then reads:

µ ≈ EF

(
1− π2

12

kBT

EF

)
. (3.28)

Instead of solving many times set of Eqs. (3.15) together with calculating Eqs. (3.23)-

(3.24) to find the chemical potential for a given number of fermions, we use the

approximate value of µ from Eq. (3.28).

In Fig. 3.6 we see that even for T = 0.028 TF , when the pairing function is very

small, the densities of bosons and fermions hardly change. Increasing the tem-

perature to T = TF (which is still much smaller than the critical temperature for

Bose–Einstein condensation of Nb = 100 atoms localised in a volume of radius

〈r〉 ≈ 4, TBEC ≈ 6 TF ) we observe effects of thermal fluctuations in the fermion

density and a modification of the density of bosons, but the self-localisation per-

sists. Thus, bosons self-localise in both the normal and the superfluid phase of the

Fermi sub-system.

3.4.1.3 Self-localisation as a probe of superfluidity?

So far we have seen that self-localisation has little influence on the existence of the

pairing function. Specifically, the interaction of fermions and the impurity Bose

particles influences the pairing function ∆ only locally, as seen in Fig. 3.3. This

implies that the superfluidity is not destroyed even when the interaction is so strong

that the strong confinement of the impurity object takes place. Qualitatively, let

us say that self-localisation does not influence superfluidity.

We can also ask the reverse question - does superfluidity affect the self-localisation?

This is in principle a separate question, especially if we consider a small number of

bosonic impurities, which might not influence superfluidity of a large Fermi cloud,

but can be influenced by it. So far, we have also seen that self-localisation persist

at temperatures higher than the critical temperature for superfluidity (Fig. 3.6).

This, again qualitatively, suggests that the answer to this questions is also “no".

However, we can investigate this question in a bit more detail. What we have seen
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Figure 3.6: Self-localisation of 23Na atoms in a mixture of 40K atoms at non-
zero temperature. Panel (a) shows the pairing function ∆(r), panel (b) the
fermion density ρf (r) and panel (c) the density of bosons |φ(r)|2. Solid black
lines correspond to T = 0 and µ = EF , blue dashed lines to T = 0.028TF and
µ ≈ EF , and red dotted-dashed lines to T = TF and µ = 0.16EF . Boson-
fermion interaction strength is gbf = 10, fermion-fermion coupling constant is
gff = −5.5, and the numbers of bosons and fermions are Nb = 100 and Nf ≈
12000. In panel (a) the dotted-dashed red line is not visible because at T = TF
the pairing function is equal zero. In panels (c) and (d) the solid black and

dashed blue lines are hardly distinguishable.

so far is that if gbf is sufficiently large then self-localisation does not rely on the

Fermi component of the system being superfluid. We can still question whether

the critical value of gbf depends on whether the Fermi component is superfluid.

If this is the case, then it is very interesting because it could potentially provide an

experimental probe of fermionic superfluidity. This would be very exciting because

such reliable, and experimentally feasible, probes are actually very rare. Let us

briefly explain this point before coming back to our results and proposal (we also

note that a related proposal was made in Ref. [98]).

Superfluidity is commonly associated with a range of different phenomena and

has many theoretical definitions. Often these various definitions are introduced

because specific experimental signatures are available in specific systems. For
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example, superfluidity is associated with some form of condensation or transport

without dissipation. However, neither of these phenomena is necessarily tied to

superfluidity [20]. For example, an ideal Bose gas can display condensation without

superfluidity.

Similarly, fermionic superfluidity is conceptually associated with pair formation,

but pair formation in itself does not guarantee it. There are exotic states of highly

imbalanced spin mixtures of fermions in which paring occurs, but superfluidity

does not, even at zero temperature. In this system, radio frequency spectroscopy,

commonly used to detect pairing, cannot distinguish between normal and super-

fluid paired states [104].

In ultra-cold atoms the most convincing argument for superfluidity is the forma-

tion of ordered Abrikosov lattices of quantised vortices in rotating gasses [105–108].

Performing such experiments for ultra-cold fermions is however extremely challeng-

ing, as seen in the fact that the MIT group which originally performed them [108]

is still the only one ever to use this probe. In comparison, detection (by imaging)

of the self-localisation of bosonic impurities should be relatively easy. So, our goal

here is to see whether in some situation bosons will become localised only if the

Fermi gas around them is superfluid (or, conversely, only if it is not). We take

the simplest model in which we work at zero temperature and compare the self-

trapping of bosons in a non-interacting mixture of fermions and an attractively

interacting one. In this simple scenario, since we are at T = 0, we know a priori

that the non-interacting Fermi gas is normal and the interacting one is superfluid.

In Fig. 3.7 we see that the critical value of the boson-fermion coupling is shifted

by 20% between these two cases, with smaller value of coupling gbf being sufficient

to induce the localisation of bosons in a superfluid system.

This observation is for now only qualitative, because of the simplicity of the model,

but still it is very encouraging. It implies that, when changing the interaction gff ,

the easily-detectable appearance of self-localisation could serve as a signature of

fermionic superfluidity. Of course, we need to stress again that in our simple

T = 0 model we already know that any non-zero gff will lead to superfluidity
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Figure 3.7: The average radius of the Bose cloud 〈r〉 [panel (a)] and the
standard deviation σ = (〈r2〉−〈r〉2)1/2 [panel (b)] versus boson-fermion coupling
constant gbf . Black full symbols correspond to a mixture of 23Na and superfluid
40K atoms (gff = −5.5), while blue open symbols correspond to a mixture of
23Na and normal 40K atoms (gff = 0.). The value of the critical gfb at which
the self-localisation occurs differs by 20%. All the other parameters are the same

as in Figs. 3.3-3.4.

for a homogeneous system. The bigger hope, which would need more work to be

confirmed, is that this qualitative picture carries over to non-zero temperature,

where the critical gff for superfluidity depends on T , or conversely the critical

temperature depends on gff . Then, tuning gff at constant T (or vice versa), in the

presence of bosonic impurities, could be a way to detect when exactly superfluidity

emerges, and thus map out the critical values of coupling/temperature.

3.4.1.4 The effects of the inclusion of boson-boson interactions

In our model we so far neglected the boson-boson interactions, assuming that their

number and/or their local density remains sufficiently small. In order to scrutinise

this assumption, we can include the interaction into Eq. (3.18); this leads to the

usual Gross–Pitaevskii equation [Eq. (1.17)]:

[
− ~2

2mb

∇2 + V (r) + gbbNb|φ(r)|2
]
φ(r) = µbφ(r), (3.29)
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where V (r) is given in Eq. (3.19), gbb is the boson-boson coupling and φ is nor-

malised to 1. With the units adopted in this thesis [Eq. (3.20)] the coupling

parameter gbb is expressed by:

gbb = 4πkFabb
mf

mb

. (3.30)

The ground state of Eq. (3.29) is found using the method of imaginary time evo-

lution (See A.1). For a system consisting of a Fermi spin-mixture and interacting

bosons we need to solve numerically the coupled equations (3.15) and (3.29) in a

self-consistent manner.
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Figure 3.8: The standard deviation σ of the Bose cloud versus boson-fermion
coupling constant gbf , for non-zero boson-boson interactions (red open symbols).
Calculations are done for a mixture of 23Na atoms and superfluid 40K atoms
(gff = −5.5). There are two bosons in the system. Black full symbols correspond
to the case of no boson repulsion (gbb = 0) and red open symbols to gbb = 27.
The critical value of gbf is shifted for repulsively interacting bosons and the self-
localisation does not appear as abruptly. All the other parameters are the same

as in Figs. 3.3-3.4.

Qualitatively, we expect that the critical value of gbf for the self-localisation to

occur is greater for gbb > 0 than for gbb = 0. There is an additional energy needed to

overcome the mutual repulsion between the bosons in order for the self-localisation

to appear. Indeed, this is what we observe.

In Fig. 3.8 we present the standard deviation of the boson density distribution as a

function of gbf . There are two noticeable effects. First, the critical value of gbf for
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which the self-localisation occurs is shifted for bosons with non-zero gbb. Second,

the reduction of the standard deviation signalling the trapping of the impurity is

less sharp. Note, however, that here we used a very large gbb = 27. For a small

number of bosons the value of the repulsive Bose-Bose coupling constant has to be

much larger then any other interaction parameter in the system in order to make

a visible difference.

We thus conclude that in the system with a small number of bosons immersed in

the Fermi mixture, the model without the boson-boson interaction should quali-

tatively and quantitatively describe the effect of self-localisation.

Finally, let us notice that we only discussed a process of going from a homogeneous

system to self-localisation near r = 0. For a system with boson-boson repulsion

and many bosons, we could also consider another scenario, with the bosons dis-

tributed between many different self-localisation points in space. This could be

an energetically beneficial arrangement, as it would minimise the energy of the

Bose-Bose repulsion.

3.4.2 Attractive boson-fermion interaction

In a system consisting of a trapped Bose-Einstein condensate coexisting with a

normal degenerate Fermi gas, attractive interactions can lead to a collapse [109].

Indeed, if the attraction is sufficiently strong, and density high enough, the break-

down of the mean-field was predicted for example in [95, 110]. We observe a

similar effect in a homogeneous mixture of superfluid fermions and a small num-

ber of bosons.

Up to this point, we considered the repulsive boson-fermion interaction. For the

attractive interaction, we do not observe self-localisation regardless of the phase

of the Fermi sub-system. For gbf < 0 the particle densities can collapse to a

Dirac-δ distribution. Indeed, the growing of the interactions causes a mutual

accumulation of the density of fermions and bosons around r = 0, to the point

when the attraction counteracts the Fermi pressure. For sufficiently small |gbf |, a
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metastable state may appear. However, it turns out that the existence of such a

metastable state is not the result of self-localisation in the system. Indeed, it is an

effect of a compromise between the requirement of minimal kinetic energies and

restrictions related to the boundary conditions.

It is also interesting to ask if a repulsive interaction between the bosons can prevent

the breakdown of the mean-field picture for an attractively interacting mixture of

fermions and bosons. We indeed find such a gbb and gbf (greater than for a system

without boson-boson interaction) for which system is not homogeneous, but the

standard deviation for this solution is sensitive to any change of the system size.

The bosonic density goes towards a uniform distribution for increasing volume

and towards a Dirac-δ distribution for reducing volume. We conclude that this

is just a metastable state. The repulsive interaction between bosons can prevent

the breakdown of mean-field for some values of gbf , but we do not observe the

self-localisation.

3.5 Results in one dimension

In one-dimensional systems physics is dramatically different from the “normal"

physics of interacting particles in 3D. The dynamics in 1D is integrable and thus

the system cannot reach thermal equilibrium. From a theoretical point of view

there have been many interesting developments in this field, for example the the-

ory of Luttinger liquids [111] or the important progress in the exact solutions

such as those relying on the Bethe ansatz [112]. One-dimensional systems were

historically mostly a theorists’ toy. However, in ultra-cold atomic systems they

are now experimentally accessible. In Sec. 2.2.1.3 we showed that use of a deep

optical lattice enables experimentalists to reduce dimensionality of a system from

3D to 2D. Adding another set of lattice beams can lower the dimensionality to

1D. Indeed, if in x and y directions we apply harmonic potentials characterised by

trapping frequency ω⊥, and ~ω⊥ is much greater than other energy scales in the

problem (chemical potential, temperature), the transverse degrees of freedom are
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frozen out (i.e. the system is confined to the ground state along these directions)

and the system becomes effectively one-dimensional. A simple illustration of the

effects of such reduced dimensionality was the observation of a “quantum New-

ton’s cradle" [113]. The behaviour of the well-known classical toy was mimicked

by a trapped 1D Bose gas, and it was observed that despite numerous collisions

performed by hundreds of atoms the system does not approach an equilibrium.

Other, more intricate 1D many-body effects that have been observed include the

realisation of a Tonks-Girardeau gas [114, 115], in which, due to strong repulsion,

bosons in many ways behave like fermions.

For repulsive boson-fermion interactions, we observe self-localisation of bosons

with the behaviour of the particle densities similar to that in the 3D case. There-

fore, here we focus on the case of attractive interactions, where the collapse does

not occur and we encounter qualitatively new phenomena, in particular appear-

ance of vector soliton.

Assuming that Bose and Fermi particles are in the ground states of the two-

dimensional potential in the transverse direction and performing integration over

x and y in the Hamiltonian of Eq. (3.11), we obtain the 1D version of Eqs. (3.15)-

(3.19):

(
− 1

2mf

∂x
2 − µ+W (x) + gbfφ(x)2

)
un(x) + ∆(x)vn(x) = Enun(x)

∆(x)un(x)−
(
−1

2
∂x

2 − µ+W (x) + gbfφ(x)2

)
vn(x) = Envn(x) (3.31)(

−1

2
∂x

2 + gbfρf (x)

)
φ(x) = Eφ(x) (3.32)

with the following coupling constants

gff = g1D
ff =

gff
2πσ2

f

= 2~ω⊥aff ,

gbf = g1D
bf =

gbf
π(σ2

f + σ2
b )

= 2~ω⊥abf , (3.33)
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where σb =
√
~/mbω⊥ and σf =

√
~/mfω⊥ are the length scales for the ground-

state transverse spatial extension for the Fermi and Bose particles. In our units

[Eq. (3.20)], the 1D coupling constants are

g1D
ff =

g3D
ff

2πσf 2
=

2mfω⊥
~kF

aff ,

g1D
bf =

g3D
bf

2π(σf 2 + σf 2)
=

2mfω⊥
~kF

abf . (3.34)

In the 1D case, there is no ultraviolet divergence and the pairing function does not

require regularisation. Nevertheless, numerical simulations converge much faster

if the Bogoliubov modes above a numerical cutoff energy EC are included in the

spirit of the local density approximation. That is, the coupling constant in ∆ is

substituted by (see [116], App. B.1)

1

|g1D
eff |

=
1

|g1D
ff |
− 1

2π
ln

√
EC +

√
µ

√
EC −

√
µ
. (3.35)

3.5.1 Attractive boson-fermion interactions

Figure 3.9 shows the results for gbf = −20, obtained with periodic boundary con-

ditions for fermions and open boundary conditions for bosons. For the attractive

interactions, bosons and fermions try to stick together, which leads to an increase

of the fermion density in the vicinity of the boson concentration and the creation

of a potential well for the localisation of the Bose particles.

Analysing the Bogoliubov modes vk(z) (see Fig. 3.10) we find that the probability

density v2
0(z) of a pair of fermions at the bottom of the Fermi sea becomes strongly

localised. The Bogoliubov mode v1(z) of the next fermion pair forms also a bound

state. Since v1(z) is an antisymmetric function it is nearly zero in the area around

z = 0. Probability densities of other fermions are deformed and almost all of them

drop to zero in the region where v0(z) is localised. This can be interpreted as a

real-space manifestation of the Pauli exclusion principle.
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Figure 3.9: Self-localisation of a single boson (Nb = 1) in a superfluid mixture
of fermions in 1D space. Panel (a) shows the pairing function ∆(z), panel (b)
the fermion density ρf (z) and panel (c) the boson density |φ(z)|2. Solid black
lines correspond to boson-fermion interaction strength gbf = −20 and dotted-
dashed blue lines to gbf = 0. Number of fermions is Nf ≈ 20 (chemical potential
µ = EF ) and fermion-fermion coupling constant is gff = −1. Ratio of the masses
of Bose and Fermi particles, mb/mf , fulfils Eq. (3.38). The configuration space
extends from z = −10 to z = 10. In panel (c) the dotted-dashed blue line
is hardly visible, because the boson is delocalised and its density is very small
for gbf = 0. Red dashed line in panel (c) indicates the solitonic solution of

Eq. (3.39).

In the BCS limit only particles close to the Fermi level contribute to the pairing

function ∆, and there is practically no contribution from the fermions located

deeply in the Fermi sea. That is why ∆(z), contrary to the fermion density,

reveals a minimum at z = 0, as seen in Fig. 3.9.

3.5.1.1 Simple model

The analysis of the Bogoliubov modes suggests a simple model of self-localisation

in the case of attractive boson-fermion interactions. It belongs to a class of gen-

eral solutions of nonlinear wave equations - solitons. Solitons are stable localised

solutions that interact by a phase shift with each other [117] and move without
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Figure 3.10: Bogoliubov modes vk(z) corresponding to fermion pairs located
close to the bottom of the Fermi sea. Panel (a) is related to the pair of fermions
at the bottom of the Fermi sea, panel (b) and (c) to the next pairs. Solid
black lines correspond to the numerical solutions. Red dashed line in panel (a)
indicates solitonic solution of Eq. (3.39). All the others parameters are the same

as in Fig. 3.9.

spreading. This makes them intriguing macroscopic particle-like objects, suitable

for probing the system they move in. Their non-spreading feature is based on the

existence of non-linear interaction which compensates the spreading due to dis-

persion. The Gross–Pitaevskii equation describing the evolution of the condensate

wave function exhibits both dark and bright soliton solutions. Dark solitons are

an excitation in a stable BEC and represent a local decrease in the density of par-

ticles. They have, for example, been predicted and recently observed in a strongly

interacting superfluid of fermionic atoms [116, 118]. Bright solitons are 1D self-

trapped wave-packets formed in ultra-cold bosons with an attractive interaction.

They have been studied theoretically in Bose and Fermi degenerate gases, in the

regime where the number of bosons dominates over the number of fermions [119].

For an impurity atom in a large BEC considered in Ref. [52], the 1D system is

described by a parametric soliton with the state of the impurity atom given by the

hyperbolic secant squared function. These type of solitons belong to a separate

class, in which one of the matter fields propagates inside a nonlinear medium of

the other, and each of them propagates as a soliton [120].
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Let us then discuss the soliton-like solutions in the case of the attractive boson-

fermion interactions in the regime of a small number of BEC particles. We suppose

that in the vicinity of the localised bosons we may neglect the pairing field and the

density of all fermions except that of a fermion pair at the bottom of the Fermi

sea.

We then obtain the following set of equations:

(µ− E0)v0 =

[
−1

2
∂2
z − |gff |v2

0 − |gbf |Nbφ
2

]
v0, (3.36)

µbφ =

[
− mf

2mb

∂2
z − 2|gbf |v2

0

]
φ. (3.37)

For
mb

mf

=
Nb

2
+
|gff |
2|gbf |

, (3.38)

there exists an analytical solution of Eqs. (3.36) - (3.37):

φ(z) = v0(z) =

√
α

2
sech(αz), (3.39)

with

α = |gbf |
mb

mf

,

E0 = µ+
g2
bfm

2
b

2m2
f

,

µb = −
g2
bfmb

2mf

. (3.40)

Such a solution resembles vector solitons. They appear in non-linear optics when

interactions of several field components are described by a set of coupled non-linear

Schrödinger equations [120].

Comparison of the analytical solution of Eq. (3.39) with numerical results of the

full set of equations is shown in Figs. 3.9-3.10. The agreement is very good and

increases with the strength of boson-fermion interactions. Indeed, for strong in-

teractions, due to the Pauli exclusion, there is negligible probability density to
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find any fermions other than the localised bottom-of-the-sea pair in the vicinity

of z = 0. As a consequence, the localised bosons interact almost exclusively with

the localised fermion pair and the set of Eqs. (3.36)-(3.37) becomes exact.

Figure 3.10(b) shows that the Bogoliubov mode v1(z) forms an antisymmetric

bound state. Indeed, in the vicinity of z = 0 (where the fermion density is dom-

inated by v2
0 and the pairing function drops to zero) this mode should fulfil an

equation similar to Eq. (3.36), that is

(µ− E1)v1 =

[
−1

2
∂2
z − |gff |v2

0 − |gbf |Nbφ
2

]
v1. (3.41)

If φ and v0 are given by Eq. (3.39) the antisymmetric solution of Eq. (3.41) forms

a marginally (zero-energy) bound state, given by the solution:

v1(z) ∼ tanh(αz), (3.42)

E1 = µ. (3.43)

In the full description of the system, the state governed by Eqs. (3.31)-(3.32)

may become either truly bound or unbound, due to the existence of all the other

modes. In the considered system, it turns out that the state is pushed towards a

true bound state as visible in Fig. 3.10(b).

When the boson-fermion coupling constant |gbf | is decreased, we observe an in-

creasing discrepancy between the analytical and numerical solutions (of approxi-

mate and exact equations, respectively), as shown in Fig. 3.11. The width of the

boson probability density distribution obtained numerically is significantly greater

than the corresponding analytical value. This is due to the fact that in the effec-

tive potential experienced by the bosons a considerable contribution comes from

other fermions, and not only from the pair at the bottom of the Fermi sea. The

density of such fermions, contrary to the localised fermion pair, possesses a min-

imum at z = 0 and thus effectively makes the potential well for bosons weaker.

Consequently, bosons occupy a much larger space than can be expected on the

basis of the solution in Eq. (3.39).
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Figure 3.11: Width of the boson density distribution, σ = (〈z2〉 − 〈z〉2)1/2,
versus boson-fermion coupling constant gbf . Red full symbols correspond to
the numerical values and black open symbols to the solutions Eq. (3.39). The
configuration space extends from z = −20 to z = 20. All the others parameters

are the same as in Fig. 3.9.

3.5.1.2 Simple model with inclusion of boson-boson interactions

In the previous section we argued that the discrepancy between the analytical

solution of Eq. (3.39) and the numerical solution of the Eqs. (3.31)-(3.32) is caused

by the interaction of bosonic particles with more than one pair of fermions near

the bottom of the Fermi sea. The stronger is the attraction between the fermions

and the bosons, the greater is the reduction of the spatial extent of the densities

of both bosons and the lowest-energy Fermi pair. Hence the elimination of the

other fermions from the space where the self-localisation occurs (due to the Pauli

exclusion principle) is more complete and the agreement with the simple model is

better.

If we also include attractive interactions between the bosons, we expect the self-

localisation to be stronger, and hence also the agreement with the simple analytical

model, based on considering just the lowest-energy Fermi pair, to be better. Now
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Figure 3.12: Width of the boson density, i.e. σ = (〈z2〉−〈z〉2)1/2, versus boson-
fermion coupling constant gbf , for different boson-boson interactions. In panel
(a) blue solid symbols correspond to the numerical values and black open symbols
to the solutions of Eq. (3.48), both for an attractive boson-boson interaction
gbb = −3.5. Panel (b) shows the behaviour of a system with repulsion between
the bosons, gbb = 3.5. Red solid symbols show numerical results and black
open symbols analytical solutions of Eq. (3.48). In the case of repulsive boson-
boson interactions we see stronger discrepancy between analytical and numerical
calculations. Ratio of the masses of Bose and Fermi particles, mb/mf , fulfils
Eq. (3.47). The configuration space extends from z = −10 to z = 10. Number
of fermions is Nf ≈ 20 (chemical potential µ = EF ), number of bosons is Nb = 2

and the fermion-fermion coupling constant is gff = −1.

our simple model reads:

(µ− E0)v0 =

[
−1

2
∂2
z − |gff |v2

0 − |gbf |Nbφ
2

]
v0 , (3.44)

µbφ =

[
− mf

2mb

∂2
z − 2|gbf |v2

0 + gbbNbφ
2

]
φ , (3.45)

with the boson-boson interaction in the units used in the thesis:

gbb = g1D
bb =

g3D
bb

2πσb2
=

2mfω⊥
~kF

abb . (3.46)

This model also has a solitonic solution. Indeed, we discover that for

mb

mf

=
|gbf |Nb + |gff |
2|gbf | − gbbNb

(3.47)

we can find an analytical solution of Eqs. (3.44)-(3.45):

φ(z) = v0(z) =

√
α

2
sech(αz), (3.48)
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with

α =
(2|gbf | − gbbNb)

2

mb

mf

=
|gbf |Nb + |gff |

2
,

E0 = µ+
g2
bfm

2
b

2m2
f

, µb = −
g2
bfmb

2mf

. (3.49)

In Fig 3.12 we see that the numerical solutions of Eqs. (3.31)-(3.32), with gbb

included analogously to Eq. (3.29), indeed agrees better with the analytical result

in Eq. (3.48) for the attraction gbf < 0 than for the repulsion gbf > 0.

Finally, let us notice that in the case of the repulsive boson-boson interaction, the

soliton solution in Eq. (3.48) exists only when gbbNb < 2|gbf |. Mathematically,

this can be most easily seen from the requirement that mb/mf > 0 in Eq. (3.47).

Physically, this condition is necessary for the effective nonlinear term for bosons

in Eq. (3.45) to be attractive.

In conclusion, in the case of attraction between the bosonic particles we can also

find a simple model with the vector solitons for one-dimensional mixture of bosons

and fermions.

3.6 Final remarks

To realise experimentally the self-localisation of bosons in a Fermi system, ultra-

cold clouds of bosons and fermions have to be prepared in a laboratory. For a

sufficiently large boson-fermion coupling constant, that can be achieved by means

of a Feshbach resonance, the self-localisation takes place. Signatures of the self-

localisation can be visible in the expansion of the atomic clouds after trapping

potentials are turned off. That is, if during the time of flight the boson-fermion

interactions are kept negligibly weak, the initially strongly localised boson cloud

will show much faster expansion than the Fermi cloud due to the release of a

large kinetic energy. The simplest experiment would employ a Fermi sub-system

in a normal phase. In order to observe the self-localisation in a superfluid Fermi
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mixture a manipulation of the fermion-fermion coupling constant is also needed

and two Feshbach resonances must be employed, e.g. one resonance controlled by

magnetic field and the other by optical means.

We have considered a small number of bosons immersed in a superfluid mixture

of fermions in two different spin states. With negligible boson-boson interactions,

homogeneous densities of the particles become unstable as soon as the boson-

fermion coupling constant is non-zero, this effect corresponding to “simple" phase

separation. We showed that in 3D space, for sufficiently strong repulsive boson-

fermion interactions, a dramatic form of phase separation (i.e. the self-localisation

of Bose particles) takes place. That is, the repulsion between particles creates

a local potential well for bosons where, if the well is sufficiently large, they can

localise. The difference between critical values of the boson-fermion interaction

strength for the instability of a homogeneous solution and for the self-localisation

is very clear if the boson-boson interactions are negligible.

The self-localisation is present both for the superfluid and the normal state of

fermions. It modifies properties of the Fermi sub-system locally without destroy-

ing the superfluidity. Low non-zero temperature affects the pairing function but

does not destroy the self-localisation phenomenon. However, the presence of the

superfluidity shifts the critical gbf for self-localisation, and this could be used as a

tool for detecting fermionic superfluidity.

We do not observe self-localisation for attractive boson-fermion interactions in the

3D case. In this context the self-localisation requires sufficiently strong boson-

fermion interactions. However, for strong attractive interactions no metastable

state of the system has been found and the densities of the atoms collapse to Dirac-

delta distributions, indicating a breakdown of the description with the contact

interaction potentials.

In the 1D case there is no collapse for attractive boson-fermion interactions. The

self-localisation of bosons is accompanied by localisation of a pair of fermions at

the bottom of the Fermi sea. This phenomenon can be described by a simple model

where the self-localisation is related to the existence of a vector soliton solution.
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Appendix for Chapter 2

A.1 The steepest-descent method

The method of steepest descent has been widely use to obtain the ground state

of the Gross-Pitaevskii equation. It is simply done by the replacement of the real

time variable t in the time-dependent Gross-Pitaevskii equation with the imaginary

value −it. To gain the intuition how this method works, let us consider a linear

problem:

i~
dΨ

dt
=

[
− ~2

2mb

∇2 + V (r)

]
Ψ(r) = HΨ(r), (A.1)

where we substitute time variable t→ −it. The wave function can be express as a

superposition of eigenstates φn of the equation Hφn = Enφn with eigenvalues En:

Ψ(t) =
∑
n

cn exp
−iEnt

~
φn, (A.2)

the cn coefficient are defined by the expansion of the initial condition Ψ(t = 0) =∑
n cnφn. The imaginary time evolution of the Eq. A.1 and Eq. A.2 leads to

an exponential decay of the wave function, and a corresponding decay of the

eigenstates. The evolution is non unitary. The algorithm requires to renormalise
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the resulting wave function after each step using the normalisation condition:

1 =

∫
d3r|Ψ(r)|2. (A.3)

Crucially, the eigenenergy governs the decay rate, and so the eigenstate with the

lowest energy, i.e. the ground state of the system, decays slowest. For the Gross-

Pitaevskii the expansion Eq. A.2 cannot be use. However, from some trial wave

function (which should ideally be a rough guess of the final solution), and by

suitable renormalisation of the wave-function (by fixing the norm) during the

imaginary time propagation, the wave function will tend towards the ground state

of the system of weakly interacting Bose gas [121]. In our calculation the condition

for reaching the stationary state is given not just by the relative difference in

the chemical potential between two consecutive steps, but by the speed in the

difference (|µb(k + 1) − µb(k)|/µb(k)/(dt) < 10−16), where dt is the time step in

the imaginary time evolution, k is a number of steps.

A.2 Calculation for the Sec. 2.5.2

The solution in the section 2.5.2 are obtained using the following procedure:

1. We begin with some initial functions ∆o(ri) and φo(ri). For the φo(ri) the

equations 2.51 and 2.52 are solved by finding the eigenfunctions un(ri), vn(ri),

from which we construct the new ∆(ri). This step is repeated until the rel-

ative change of the paring function (|∆̄o − ∆̄|/∆̄o) between each diagonali-

sation is less then 10−3 (the same condition is obtained for the density for

fermions).

2. The new ∆(ri) we insert into Eq. (2.53). The algorithm for the steepest-

descent method A.1 is used to find the ground state for the dimers wave

function φ(ri). The Eq. (2.53) is inhomogeneous, but it turns out that if it
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is written in the form:

µbφ(ri) = −
∑
〈i,j〉

Ji,j,bφ(rj) +

(
Ubnb|φ(ri)|2 −

γ
√
nbU

∆(ri)

φ(ri)

)
φ(ri) (A.4)

the same procedure, as used for a standard GP equation, allows as to find

the desired solution also for this case. The decaying to the ground state

is ceased when a speed of the relative changes of the chemical potential

|µb(k + 1) − µb(k)|/µb(k)/dt is less then 10−16, where dt is the time step in

the imaginary time evolution, k is a number of steps.

3. The new functions ∆(ri) and φ(ri) takes the roles of ∆o(ri) and φo(ri) for the

procedures in the points (1.) and (2.). The procedure is repeated until their

values reach the saturation. The saturation is expected when the relative

difference after the steps (1.) and (2.) of ∆(ri) and φ(ri) being less than

10−3.
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Appendix for Chapter 3

B.1 Paring function in one dimension

In the numerical calculations, the sum in the expression for ∆(x) is truncated,

with some energy cutoff Λ. In 1D system the large cut-off is enough for the paring

function to converge. However, in order to accelerate the calculations we use a

procedure presented in [116]. It gives an analytical expression for the term above

the cut-off. For a large number of particles, the system can be treated locally as

uniform (LDA). The small correction that contains the modes above Λ is added

as follow:

∆(x) ≈ g
Λ∑
n=1

unv
∗
n + g

∫
|k|>kΛ(x)

dk

2π

∆(x)

2E(k, x)
(B.1)

The termE(k, x) =
√
ε(k, x)2 + ∆(x)2 is a local quasiparticle energy with ε(k, x) =

~2k2/(2m) + W (x) − µ. The local energy cut off corresponds to the momentum

kΛ =
√

2EΛ + 2µ− 2W (x). It is defined for just positive values, for the negative

it is equal 0.
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When kΛ is dominant over the Fermi momentum kf =
√

2µ− 2W (x) a term under

the integral in the equation (B.1) can be expand in powers of ∆. We will take into

account just two leading terms, which after an integration have a form:

∆(x) = g

Λ∑
n=1

un(x)v∗n(x) + g
∆(x)

2πkf (x)
ln

(
kΛ(x) + kf (x)

kΛ(x)− kf (x)

)
, (B.2)

It effectively leads to

∆(x) = gef (x)
Λ∑
n=1

un(x)v∗n(x), (B.3)

where the local value of the interaction constant gef (x) is given as follow

gef (x) =
g

1− g
2πkf (x)

ln
(
kΛ(x)+kf (x)

kΛ(x)−kf (x)

) . (B.4)

Fig.B.1 depicts the ∆(x) from the equation B.3 for different cut offs Λ.
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Figure B.1: The one dimensional regularised paring function ∆(x) for different
cutoffs for the Bose-Fermi mixture with the same parameters as in the Fig. 3.9.
The black, red and blue lines corresponds to the following energy cutoffs Λ =

15000, Λ = 7500, Λ = 5000
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B.2 The regularisation of the paring function in

3D

In 3D the contact potential leads to an unphysical divergency for a two body

problem, which then also appears in the paring function. The regularisation pre-

scription relays on using a pseudo-potential:

∆(R) = |gff | lim
r→0

∂

∂r

[
r
〈
ψ̂f,↑

(
R +

r

2

)
ψ̂f,↓

(
R− r

2

)〉]
, (B.5)

where r is a relative position between two particle, R is the centre of mass position.

The operator ∂
∂r

[r·] is necessary as the expectation value
〈
ψ̂f,↑ψ̂f,↓

〉
diverges as

1/r for r → 0. This can be shown by calculating the time derivative of
〈
ψ̂f,↑ψ̂f,↓

〉
[122], which for the steady-state approach of BCS theory has to equal zero (for

a description of BCS theory look Sec. 1.4.2). By doing so, it becomes apparent

that the compensation of the divergence of
〈
ψ̂f,↑ψ̂f,↓

〉
can be done, if for r → 0

we have a following equality:

〈
ψ̂f,↑

(
R +

r

2

)
ψ̂f,↓

(
R− r

2

)〉
=

m

4π~2r
∆(R) + Freg +O(r). (B.6)

Now we inset
〈
ψ̂f,↑

(
R + r

2

)
ψ̂f,↓

(
R− r

2

)〉
into the definition of ∆(R) [Eq. B.5]

∆(R) = |gff |Freg = |gff | lim
r→0

[〈
ψ̂f,↑

(
R +

r

2

)
ψ̂f,↓

(
R− r

2

)〉
− m

4π~2r
∆(R)

]
.

(B.7)

For a uniform and infinite system (see Sec. 1.4.2.1) we can calculate the value of〈
ψ̂f,↑ψ̂f,↓

〉
:

〈
ψ̂f,↑

(
R +

r

2

)
ψ̂f,↓

(
R− r

2

)〉
=

∆

2

∫
d3k

eikr

Ek
(1− f(Ek)) , (B.8)

where f(Ek) is the Fermi-Dirac distribution and Ek =
√

∆2 + (~2k2/2m− µ)2.

To calculate the paring function according to the Eq. (B.7) we substitute the 1/r

term by a function G(r) for which we know a solution (It is the same as adding and

subtracting the the term ∆(R)G(r)/2 from
〈
ψ̂f,↑ψ̂f,↓

〉
). We use for this purpose



The regularisation of the paring function in 3D 97

the single particle Green’s function associated with Hamiltonian Ho, that satisfied

the equation [−~2/(2m)∇2 − µ]G(r) = δ(r):

G(r) =
m

2π~2

eikfr

r
→ m

2π~2r
+ i

m

2πh2
kf . (B.9)

Then, we can write the final expression for the paring function

∆ = ∆
|gff |

2

∫
d3k

[
1

Ek
(1− f(Ek))− P

1

εk

]
, (B.10)

where εk = ~2k2/2m − µ. Indeed, G(r) = limη→0+

∫
d3k eikr

εk−iη
, behaves similar as,

for r → 0, the integrand of the Eq. B.8 and the imaginary part cancel with the

regularised part of the momentum truncated propagator (1/(X− iη) = P (1/X) +

iπδ).

For not necessary uniform and finite systems with some energy cutoff EC the

generalisations of the above procedure have been done [122–125]. The results

have to be independent of EC and the observables should be not effected by the

procedure. It first of all requires that the value Ec has to be chosen sufficiently

far from the Fermi level. For a great number of particle the system can be treated

locally as infinite, which allows us to estimate the regulator (Eq. B.9) as follow:

∆(r) = |gff |
∑

En<EC

v∗n(r)un(r) (1− f(En)) + i
∆(r)kf (r)m

4π~2
+

∆(r)

4π2

∫ kc(r)

0

k2dk
1

εk
.

(B.11)

In the unites use in the thesis we get the final expression:

∆(r) = |gff |
∑

En<EC

v∗n(r)un(r)− ∆(r)

2π

(
1

2
ln

√
EC +

√
µ

√
EC −

√
µ
−

√
EC
µ

)
, (B.12)

which leads to the regularised expression for ∆(r):

∆(r) = |geff |
∑

En<EC

v∗n(r)un(r), (B.13)
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where |geff | is define as:

1

|geff |
=

1

|gff |
− 1

2π2

(
1

2
ln

√
EC +

√
µ

√
EC −

√
µ
−

√
EC
µ

)
. (B.14)

In the Fig B.2 we present the paring function for the Fermi system discuss in the

Sec. 3.3. We notice that once the regularisation procedure is used the system is

independent from the cutoff EC .
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Figure B.2: The 3D paring function ∆ for a different cutoffs applied to the
Fermi mixture with the same parameters as in the Fig. 3.3 (gff = −5.5,µ = Ef ).
The black and red lines corresponds to ∆ with the geff with the energy cutoff

E = 20Ef , E = 2Ef respectively. The difference are hardly visible.
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