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Abstract

Two electrically conductive planetary spheres, the ionosphere and the ground, form a spherical waveguide. Within such a planetary cavity a phenomenon called Schumann resonance (SR) can occur. It is a resonance of extremely low frequency (ELF) electromagnetic waves. The resonance parameters are strongly related to the electromagnetic properties of the cavity. On Mars, a low-conductivity ground significantly influences ELF wave propagation. For that reason, a newly developed analytical method, which enables to estimate the Schumann resonance parameters and explicate their dependence of the ground properties, is introduced. The obtained results indicate that the influence of the Martian ground on the SR parameters is important. As a result, Schumann resonance can be used as a tool to study, not only the properties of the Martian atmosphere, but also the properties of the subsurface layers. Schumann resonance may be especially useful in groundwater exploration.
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Introduction

Mars is a cold desert planet, yet the most similar to Earth of all the worlds found in the Solar System. Its proximity and similarity to our planet has resulted in Mars becoming the best-known extraterrestrial planet and the primary object of space missions. The exploration of Mars is being conducted using Earth-based telescopes, remote-sensing orbiters and *in situ* measurements with rovers and landers.

Although many elements of the Martian environment have been well established, the subsurface of the planet is still poorly understood. The previous missions, exploring the Martian ground, were focused mainly on issues related to mineral and chemical composition, surface morphology, and allowed studying near-surface layers on local scales. Such a situation was well recapitulated by Taylor and McLennan [2009]:

“Because efforts at Mars exploration have given priority to finding evidence for life, the curious situation has arisen where sub-millimeter-scale rock textures can be evaluated routinely on the surface but the internal structure of the planet, measured on scales of tens to thousands of kilometers is largely unknown”.

The Martian subsurface is an important goal for the future exploration related to the detection of groundwater, life or resources. The present lack of data on this vast region of Mars may be supplemented using a very inexpensive and simple method based on the propagation of electromagnetic (EM) radio waves in the Extremely Low Frequency range (ELF, 3Hz-3kHz). The electromagnetic exploration is planned for the future missions, and the method developed in this project will help to predict the results and interpret the measured data.

ELF radio waves are very weakly attenuated in planetary environments; therefore, they can propagate on very long distances, many times around the globe. They also have a larger skin depth as compared to waves in higher frequency ranges, and hence can penetrate deeper into media. On Mars, as well as on Earth, ELF wave propagation can occur within a ground-ionosphere waveguide, made of two electrically conductive spheres: the ground and the ionosphere. These two spherical layers create a planetary cavity. When this cavity is excited by a source of ELF waves, a resonance phenomenon arises, owing to a rapid increase of the field amplitude at the natural frequencies of the cavity. This resonance was analytically predicted by Schumann [1952] and detected, in the terrestrial cavity, few years later [Balser and Wagner, 1960]. The Schumann
resonance parameters are strongly related to the electromagnetic properties of the cavity, and as a result they carry important information on ELF sources and the waveguide. The planetary ground-ionosphere waveguide is formed of non-ideal conductors, and losses due to a finite ionospheric and ground conductivity lead to lower resonant frequencies and ELF field amplitudes. By studying ELF waves propagation within the waveguide, it is possible to examine the properties of the subsurface, the lower layers of the ionosphere, and to identify ELF waves sources.

ELF methods are particularly predisposed to examine the subsurface layers of Mars, due to the low-conductivity surface, which allows for deep penetration into the Martian ground. The advantages of ELF methods compared to high-frequency (e.g. radar) techniques include greater sensitivity and simpler interpretation of the results [Grimm, 2002]. The disadvantages are mainly associated with poorer resolution as they typically give only globally averaged results.

Modeling of the Schumann resonance parameters is possible using analytical and numerical methods. The numerical modeling enables including detailed conductivity profiles, but does not provide relationships between the environmental properties, such as conductivity or permittivity, and the propagation parameters [Mushtak and Williams, 2002]. The analytical approach does not have this shortcoming, however up till now, it was limited to studying Schumann resonance solely in relation to the ionosphere. Such an approximation is appropriate on Earth, where the conductivity of the ground is many times higher than the ionospheric conductivity, and the ground can be treated as a perfect conductor. However, on Mars, such an approach is inapplicable. Therefore, an analytical method, which allow including electrical properties of the ground, has been developed [Kulak et al., 2013]. This method enables testing many scenarios difficult to perform by numerical methods, due to time needed to accomplish satisfactory simulations [Kozakiewicz et al., 2015]. In addition the analytical method does not require a significant employment of hardware and software resources and can be widely used. This technique allows also for the development and evaluation of scientific equipment for ELF field measurements on Mars. Such a lightweight ELF apparatus, characterized by extremely low power consumption, is an ideal tool for planetary studies. Furthermore, because of the global nature of the phenomenon, one measuring station is enough to perform some basic research.

The purpose of this work is to determine the possibility of using Schumann resonance measurements on Mars in order to study the subsurface structure of the planet. This task will be carried out in five chapters. The first chapter presents the theoretical and historical background of the Schumann resonance and ELF propagation modeling. In Chapter 2, the properties of the
Martian environment, important for the purpose of this study, are presented. In Chapter 3, the Martian ground models are proposed, taking into consideration the analysis of data from the Martian missions, rocks’ conductivity theories, and information on the terrestrial subsurface. On the basis of those models, the Martian ground-ionosphere waveguides are constructed. Subsequently, the analytical method of ELF wave propagation is developed to determine the Schumann resonance and ELF parameters for the given waveguide. The results of this method are presented in Chapter 4. This includes the response of a layered medium to ELF waves, especially the dependence of the layers’ thickness, composition, porosity, and temperature upon the propagation parameters. The final point of this chapter is related to the discussion of the results, and establishing the relationship between the ground properties, e.g. the thickness and composition of the layers and the Schumann resonance parameters, i.e. the resonant frequencies, or the quality factors (Q factors). In addition, the attenuation and the phase velocity of ELF waves are calculated for the waveguides as well as the Schumann resonance spectra. In the last chapter, the feasibility of the measurements of the magnetic and electric components of ELF fields at the Martian surface is presented. The limits of such measurements are assessed and the parameters of the measuring equipment, which are crucial for efficient use, are determined.
1 Schumann resonance and ELF propagation in a planetary cavity

1.1 Historical background

Historically, the existence of Schumann resonance, the planetary cavity, and the global atmospheric electric circuit, in view of the fact that all of them are related with the electromagnetic properties and phenomena of the planet, were simultaneously discovered and their discovery was based on several, often reciprocal concepts.

The atmospheric electricity studies began in 1839, when Carl Friedrich Gauss put forward an idea that a conducting layer exists in the atmosphere. Later, from the measurements of the atmospheric electric field in fair weather regions (areas of the atmosphere located away from storms center), Lord Kelvin (William Thompson) concluded that electrification was an atmosphere property. In 1893, although the existence of the ground-ionosphere waveguide on Earth was at that time only suspected, George F. Fitzgerald considered a resonance of electromagnetic waves in the terrestrial cavity and presented its vibration period. A year later, Joseph Larmor derived a theoretical relation for the free periods in a uniform spherical capacitor, which turned out to be the same as the calculated many years later by Schumann [Besser, 2007]. Almost at the same time, in 1899, Sydney Chapman established the ground electrical conductivity and stated that it was “similar to that of the moist earth” [Aplin et al., 2008]. Practical evidence, in favor of the existence of the planetary waveguide, was added by Guglielmo Marconi, who, in 1901, sent short radio wave signals across the Atlantic. In the next year, Arthur E. Kennelly and Oliver Heaviside correctly explicated that achievement in terms of the existence of a high-conductivity layer in the atmosphere. The origin of this layer was explained by Victor F. Hess’s discovery of the atmospheric ionization by cosmic rays in 1912. In 1925, Edward Victor Appleton verified the
presence of the ionosphere [Appleton and Barnett, 1925]. Also in 1920s, C.T.R. Wilson proposed that a global atmospheric circuit must exist to sustain the observed atmospheric electrification [Wilson, 1929]. He concluded that this circuit results from a flow of electric currents between the ionized atmosphere and the ground, and is generated by thunderstorms and rain clouds. This theory was tested by measurements of the atmospheric potential gradient during cruises of a geophysical research ship “Carnegie”. Even though the properties of the planetary cavity were well characterized at that time, the formal clarification of its resonance phenomena was presented in 1952, when Winfried Otto Schumann calculated the theoretical values of these natural resonant frequencies. Few years later, a Schumann’s student, Herbert L. Konig, published some experimental data indicating the existence of this planetary resonance [Konig, 1959]. However, for the complete experimental confirmation of the Schumann theory, it was necessary to wait till 1960, when Martin Balser and Charles A. Wagner measured global resonance frequencies. The term “Schumann resonances” first appeared in 1965 in the historical review by Theodore R. Madden and W. J. Thompson [Besser, 2007].

Presently, with the Schumann resonance measurements on Earth, it is possible to:

- track changes in the average temperature of the tropical regions [Williams, 1992];
- study atmosphere-hydrosphere oscillations in the tropical regions [Satori et al., 2009];
- examine the distribution of storm centers [Dyrda et al., 2014];
- determine the impact of solar activity on the lower layers of the Earth’s ionosphere [Schlegel and Fullekrug, 1999];
- investigate individual discharges connected to lightning activity [Cummer, 2000] along with transient luminous events [Price et al., 2001].

Schumann resonance has been proposed as a tool for studying electromagnetic environments in the Solar System [Simoes et al., 2008a] and also for measuring water content in the ice planets: Neptune and Uranus [Simoes et al., 2012], which can be very important for establishing the model of the Solar System’s evolution.
1.2 Theoretical background

In this work, the theoretical and observational development of our knowledge on ELF propagation and Schumann resonance is limited only to the most relevant information since even in the robust work of Nickolaenko and Hayakawa [2002] authors state:

“There are a great number of publications on the [Schumann] resonance and on ELF radio propagation. [...] It is quite impossible to include this colossal amount of information into a book of limited size.”

EM waves of various frequencies can propagate in a planetary waveguide. In frequency domain, EM field can be described by independent structures – modes. The modes in spherical resonators are characterized by their cutoff frequency and divided naturally, due to boundary conditions (see below), on the transverse magnetic TM ($B_r = 0$), and the transverse electric TE ($E_r = 0$) [Jackson, 1999]. At frequencies below the cutoff frequency, the given mode does not contribute to propagating EM field. The lower limit for a frequency that can propagate, as well as the spectrum of EM waves (Figure 1), is determined by the conductivity profiles of the waveguide boundaries. The dominant mode in a spherical waveguide is the transverse electromagnetic mode TEM (the TM mode of the zeroth order). This mode has no cutoff frequency.

Propagating waves in a planetary cavity cause a resonance phenomenon. There are two possible resonances: longitudinal and transverse. The lowest resonant frequency in longitudinal direction is related to the planetary radius $R$. It can be approximated by: $f_l \sim c/(2\pi R) \cdot n$, where $n = 1, 2, ..., \text{is the mode of the wave, } c – \text{is the speed of light in vacuum. The lowest transverse resonant frequency, associated with the distance between the waveguide boundaries } h, \text{can be given by: } f_t \sim c/(2h) \cdot n [Nickolaenko and Hayakawa, 2002]. \text{This is also the cutoff frequency for the TE modes. These two types of the resonant frequencies differ by the factor: } h/(\pi R). \text{The longitudinal resonance, called Schumann resonance, is of the global nature, and is described in point 1.2.1. The transverse resonance is related to a local source, and is not presented in this study.
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Figure 1. Schematic terrestrial low-frequency EM spectrum. Phenomena that take place in the ionosphere and the magnetosphere are the sources of natural signals in the geomagnetic band. Electrical discharges in the atmosphere, i.e. lightning activity, are the natural sources in the spheric band. The break at 2 kHz is related to the cutoff frequency for the TE mode, while the minimum at 1 Hz is due to the limit frequency of Schumann resonance.

Adapted from Grimm [2002].

As there is no cutoff frequency for the TEM mode, there is no lower frequency limit for the cavity. As frequencies approach zero, the waveguide parameters are related to a current flow in the global electric circuit, described in point 1.2.4.

1.2.1 Schumann resonance

To calculate resonance frequencies, Schumann assumed several approximations. He adopted that the ionosphere and the lithosphere are ideal conductors, and between them there is free space.

In general, the Maxwell equations can be given as [Jackson, 1999]:

\[ \nabla \cdot \mathbf{D} = \rho, \quad (1.1) \]

\[ \nabla \cdot \mathbf{B} = 0, \quad (1.2) \]

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (1.3) \]

\[ \nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t}, \quad (1.4) \]

where: \( \mathbf{D} = \varepsilon \mathbf{E}, \mathbf{B} = \mu \mathbf{H} \), \( \varepsilon \) and \( \mu \) are the permittivity and permeability of the medium, respectively.

In the situation considered by Schumann: \( \rho = 0, \mathbf{J} = 0, \mu = \mu_0, \varepsilon = \varepsilon_0 \) where \( \varepsilon_0 \) is the permittivity of
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free space \( (8.85 \times 10^{-12} \text{ F/m}) \), and \( \mu_0 \) is the permeability of free space, \( (4\pi \times 10^{-7} \text{ H/m}) \). With the time dependence given as \( e^{i\omega t} \), we find from (1.3) and (1.4) that:

\[
\nabla \times \mathbf{E} = i\omega \mathbf{B},
\]

\[
\nabla \times \mathbf{B} = -i\omega\varepsilon_0\mu_0 \mathbf{E}.
\]

Using these equations, we get:

\[
\nabla \times \nabla \times \mathbf{B} = \omega^2 \varepsilon_0\mu_0 \mathbf{B}.
\]

The left side of (1.7) can be modified using the vector formula: \( \nabla \times \nabla \times \mathbf{B} = \nabla \cdot (\nabla \times \mathbf{B}) - \nabla^2 \mathbf{B} \). As the divergence of the magnetic field is zero, then we obtain the Helmholtz equation:

\[
(k_0^2 + \nabla^2)\mathbf{B} = 0, \quad k_0^2 = \omega^2\varepsilon_0\mu_0 = \omega^2 / c^2,
\]

where: \( k_0 \) – is the wave number of free space, and \( c^2 = 1 / \varepsilon_0\mu_0 \).

Since the ground and atmosphere are co-centered and spherical layers, it is convenient to use the spherical coordinate system \( (r, \theta, \phi) \) with the center located in the center of the planet.

For the field components the vectorial equation (1.5) and (1.6) in the spherical coordinate system are:

\[
\frac{1}{r \sin \theta} \left( \frac{\partial}{\partial \theta} \sin \theta \mathbf{E}_\phi - \frac{\partial}{\partial \phi} \mathbf{E}_\theta \right) = i\omega \mathbf{B}_r,
\]

\[
\frac{1}{r \sin \theta} \left( \frac{\partial}{\partial \phi} \mathbf{E}_r - \frac{\partial}{\partial r} r \sin \theta \mathbf{E}_\phi \right) = i\omega \mathbf{B}_\theta,
\]

\[
\frac{1}{r} \left( \frac{\partial}{\partial r} r \mathbf{E}_\theta - \frac{\partial}{\partial \theta} \mathbf{E}_r \right) = i\omega \mathbf{B}_\phi,
\]

\[
- \frac{1}{r \sin \theta} \left( \frac{\partial}{\partial \theta} \sin \theta \mathbf{B}_\phi - \frac{\partial}{\partial \phi} \mathbf{B}_\theta \right) = i\omega \varepsilon_0\mu_0 \mathbf{E}_r,
\]

\[
- \frac{1}{r \sin \theta} \left( \frac{\partial}{\partial \phi} \mathbf{B}_r - \frac{\partial}{\partial r} r \sin \theta \mathbf{B}_\phi \right) = i\omega \varepsilon_0\mu_0 \mathbf{E}_\theta,
\]

\[
- \frac{1}{r} \left( \frac{\partial}{\partial r} r \mathbf{B}_\theta - \frac{\partial}{\partial \theta} \mathbf{B}_r \right) = i\omega \varepsilon_0\mu_0 \mathbf{E}_\phi.
\]

The Laplacian operator of a magnetic field component in this system is:

\[
\nabla^2 \mathbf{B} = \frac{1}{r \partial r^2} (r \partial \mathbf{B}) + \frac{1}{r \sin \theta \partial \theta} \left( \sin \theta \frac{\partial \mathbf{B}}{\partial \theta} \right) + \frac{1}{r \sin^2 \theta \partial \phi^2} \partial^2 \mathbf{B},
\]

and inserting (1.10) into (1.8), we get:

\[
\frac{\omega^2}{c^2} \mathbf{B} + \frac{1}{r \partial r^2} (r \partial \mathbf{B}) + \frac{1}{r \sin \theta \partial \theta} \left( \sin \theta \frac{\partial \mathbf{B}}{\partial \theta} \right) + \frac{1}{r \sin^2 \theta \partial \phi^2} \partial^2 \mathbf{B} = 0.
\]
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To solve this equation, we separate the variables for the radial and transverse part:

\[ B(r, \theta, \varphi) = R(r) \gamma(\theta, \varphi) = R(r) \Theta(\theta) \Phi(\varphi) \]

(1.12)

Hence from (1.11), we obtain:

\[ \frac{\omega^2}{c^2} R \Theta \Phi + \Theta \Phi \frac{\partial^2}{\partial r^2} (rR) + \frac{R \Phi}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \Theta}{\partial \theta} \right) + \frac{R \Theta}{r^2 \sin^2 \theta} \frac{\partial^2 \Phi}{\partial \varphi^2} = 0. \]

Dividing by \( R \Theta \Phi \) and multiplying by \( r^2 \), finally we find:

\[ r^2 \frac{\omega^2}{c^2} + r \frac{1}{R \partial_r} (rR) + \frac{1}{\Theta \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \Theta}{\partial \theta} \right) + \frac{1}{\Phi \sin^2 \theta} \frac{\partial^2 \Phi}{\partial \varphi^2} = 0. \]

(1.13)

Equation (1.13) can be separated into three independent parts: radial, azimuthal and zonal. The relation is correct when the sum of the azimuthal and the zonal part is equal to some constant value – the separation constant. Assuming that this value is \( a \), the radial part of (1.13) is:

\[ r^2 \frac{\omega^2}{c^2} + r \frac{1}{R \partial_r} (rR) = a, \]

(1.14)

and then:

\[ \frac{1}{\Theta \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \Theta}{\partial \theta} \right) + \frac{1}{\Phi \sin^2 \theta} \frac{\partial^2 \Phi}{\partial \varphi^2} = -a. \]

(1.15)

Again using the separation of the variables in (1.15), we have:

\[ \frac{1}{\Phi} \frac{\partial^2 \Phi}{\partial \varphi^2} = -m^2. \]

(1.16)

As \( \Phi(\varphi) \) must be a periodic function with the period \( \sim 2\pi \), the azimuthal part has two solutions:

\[ \Phi(\varphi) \sim e^{\pm im\varphi}, \]

where \( m \) is an integer, and by analogy is called the azimuthal wavenumber. Inserting (1.16) into (1.15), with \( x = \cos \theta \), \( dx = d(\cos \theta) \), \( a = n(n+1) \), we obtain the Legendre equation:

\[ \frac{d}{dx} \left[ (1-x^2) \frac{d\Theta}{dx} \right] + \left[ n(n+1) - \frac{m^2}{1-x^2} \right] \Theta = 0, \]

(1.17)

which solutions are the associated Legendre polynomials \( P_n^m(x) \). Finally, replacing \( rR \) by \( A(r) \), in (1.14), we get:

\[ \frac{d^2 A(r)}{dr^2} - \left[ \frac{n(n+1)}{r^2} - \frac{\omega^2}{c^2} \right] A(r) = 0. \]

(1.18)

The solutions of this expression are the spherical Bessel functions. The constant \( n = 1, 2, \ldots \), describes the angular dependence of modes, and the azimuthal wave number is in the range of \(-n \leq m \leq n\); therefore, for each \( m \) there are \( 2n+1 \) solutions. The analysis of wave propagation in such a case is complicated. However, if we are solely interested in the resonance of the system, we can consider waves of very low frequencies. As it was aforementioned, we are interested in
the TM modes. Additionally, we can assume, due to symmetry of the case, that the considered EM field does not depend on the azimuthal component $\varphi$, thus $\frac{\partial}{\partial \varphi} = m = 0$. From (1.2), written in the spherical coordinates:

$$\nabla \cdot \mathbf{B} = \frac{1}{r^2} \frac{\partial}{\partial r} (r^2 B_r) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} (\sin \theta B_\theta) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \varphi} B_\varphi = 0,$$

we can see that if $B_r = 0$, and $\frac{\partial}{\partial \varphi} = 0$, then the second component of (1.19) must be 0, and $B_\varphi = 0$.

Only nonzero component of the magnetic field is $B_\varphi$, and from (1.9) the nonzero electric component are: $E_\theta$ and $E_r$. Finally, from (1.12), the magnetic field can be given by:

$$B_\varphi (r, \theta) = \frac{A(r)}{r} \, P_n (\cos \theta).$$

In this way, with (1.9d), (1.9c), (1.17), and (1.20), we obtain:

$$E_r = -\frac{i c^2}{\omega} \frac{1}{r} \frac{\partial}{\partial \theta} (\sin \theta B_\theta) = -\frac{i c^2}{\omega} \frac{A(r)}{r^2} \, n(n+1) P_n (\cos \theta),$$

$$E_\theta = -\frac{i c^2}{\omega} \frac{1}{r} \frac{\partial}{\partial r} (r B_\varphi) = -\frac{i c^2}{\omega} \frac{\partial A(r)}{\partial r} \, P_n (\cos \theta).$$

As $R >> h$, we can simplify the term standing in the square bracket in expression (1.18) by a constant $\tilde{q}^2$, in which $r = R$ [Jackson, 1999]. Then (1.18) becomes:

$$\frac{d^2 A(r)}{dr^2} + \left[ \frac{n(n+1)}{R^2} - \frac{\omega^2}{c^2} \right] A(r) = 0.$$  

Hence, it is a simple differential equation, and its solution is:

$$A(r) \equiv \tilde{C} \cos (\tilde{q} r) + \tilde{D} \sin (\tilde{q} r).$$

From the boundary conditions for the perfect conductor, $E_\theta$ is zero for $r = R$ and $r = R + h$. Putting on the abovementioned conditions, we obtain from (1.22):

$$\left. \frac{dA(r)}{dr} \right|_{r=R,R+h} = 0.$$

Therefore, from (1.25) and replacing $A(r)$ with (1.24), we get a system of two equations:

$$\left. \frac{dA(r)}{dr} \right|_{r=R} = -\tilde{C} \tilde{q} \sin (\tilde{q} R) + \tilde{D} \tilde{q} \cos (\tilde{q} R) = 0,$$

$$\left. \frac{dA(r)}{dr} \right|_{r=R+h} = -\tilde{C} \tilde{q} \sin (\tilde{q} R + \tilde{q} h) + \tilde{D} \tilde{q} \cos (\tilde{q} R + \tilde{q} h) = 0.$$

from (1.26a), we have $\tilde{C} = \cos (\tilde{q} R)$, $\tilde{D} = \sin (\tilde{q} R)$, and so that: $A(r) \equiv \cos [\tilde{q} (r - R)]$. Additionally, from (1.26b), we obtain that: $\sin (\tilde{q} h) = 0$, that is: $\tilde{q} = \tilde{n} \pi / h$, where $\tilde{n} = 0, 1, 2, \ldots$. In turn, $\tilde{q}$, as can be seen from (1.23) is proportional to $\omega/c$. Since on Earth and on Mars, the distance between the
waveguide boundaries is of the order of 100 km, we find, for $n = 1$, a circular frequency $\omega \sim 10^4$ Hz. It is a TE mode. Low frequencies occur only for $n = 0$, which implies $\tilde{q} = 0$, and hence $A(r) = \text{const}.$ From (1.23), we find that:

$$\frac{n(n+1)}{R^2} - \frac{\omega^2}{c^2} = 0.$$  \hspace{1cm} (1.27)

Inserting the relation: $\omega = 2\pi f$ into (1.27), we get the final solution for the natural frequencies of the resonant cavity – the Schumann formula [Schumann, 1952]:

$$f_n = \sqrt{n(n+1)} \frac{c}{2\pi R}.$$  \hspace{1cm} (1.28)

Using (1.20)-(1.22), we can establish the field components: $E_r \sim 1/r^2 P_n(\cos \theta)$, $E_\theta = 0$, and $B_\phi \sim 1/r P_n(\cos \theta)$. This is a TEM mode, with nonzero components orthogonal to the direction of the propagation and to each other [Nickolaenko and Hayakawa, 2002].

Since SR frequencies are normal modes of the cavity, they are dominant in the noise power spectrum of ELF waves. If the planetary cavities were made of perfect conductors, SR would be visible as peaks at the natural frequencies given by (1.28). However, in real situations, with the boundaries of finite conductivity, this is not true. We can study this problem by taking as an example the terrestrial cavity. Substituting the radius of Earth $R = 6370$ km, from (1.28) we get the values of the resonant frequencies equal to those obtained by Schumann (Table 1). The consecutive resonance frequencies are connected by the relationship: $f_n = 7.5 \sqrt{n(n+1)}$. These values are higher by more than 20% as compared to the observed [Balser and Wagner, 1960] (Table 1).

<table>
<thead>
<tr>
<th>Table 1. The Schumann resonance frequencies on Earth.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
</tr>
<tr>
<td>1. The theoretical $f$ using (1.28) [Hz]</td>
</tr>
<tr>
<td>2. The observed $f$ [Hz]</td>
</tr>
<tr>
<td>The difference between 1 and 2 [%]</td>
</tr>
<tr>
<td>The observed $f / \sqrt{n(n+1)}$ [Hz]</td>
</tr>
<tr>
<td>3. The theoretical $f$ using (1.29) [Hz]</td>
</tr>
<tr>
<td>4. The theoretical $f$ using (1.30) [Hz]</td>
</tr>
<tr>
<td>The difference between 2 and 4 [%]</td>
</tr>
</tbody>
</table>
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This is due Schumann’s idealization of the cavity. The final outcome is affected by several issues. The exact modeling should take into account the fact that neither of the boundaries is spherical, but is a more or less deformed triaxial ellipsoid. From the above discussion, we can see that the term $\sqrt{n(n+1)}$ is related to the geometry of the cavity. The difference between the theoretical and observed values allows establishing the shape of the cavity [Nickolaenko and Hayakawa, 2002]. From the observation, we can find easily the relationship between consecutive frequencies: $f_n = 5.8\sqrt{n(n+1)}$. The differences between these values and the theoretical ones display that the influence of the Earth shape on the SR parameters does not exceed 5% (Table 1).

Therefore, we may assume that the ionosphere and ground are almost spherical. The main problem is then related to the constant term in (1.28). The first problem is connected to using the radius value in (1.23) as the only parameter. A more exact formula, which takes into consideration the distance between the boundaries, is [Bliokh et al., 1980]:

$$f_n = \sqrt{n(n+1)\left(1 - \frac{h}{R}\right) \frac{c}{2\pi R}}.$$  (1.29)

As presented in Table 1, the differences between the results obtained from (1.28) and (1.29) are very small, and thus this is not the main factor responsible for the observed discrepancy. The last issue is connected with the speed of light utilized as the wave phase velocity. The finite conductivity boundaries influence wave propagation. Waves are not reflected without loss, and the speed of light is not a proper value. Then the Schumann resonance frequencies can be given by:

$$f_n = \frac{v_{ph}}{c} f_{0n}, \quad f_{0n} = \frac{c}{2\pi R} \sqrt{n(n+1)},$$  (1.30a,b)

where: $v_{ph}$ – the phase velocity of ELF waves. Due to this relation, we are able to estimate the conductivity of the ionosphere and ground by comparing the measured and calculated values of ELF wave phase velocities (Table 1). The wave phase velocity in a given cavity can be easily determined using the analytical modeling introduced in the course of this chapter and presented in detail in Chapter 3.

Other important parameters, which describe the resonator, are the Q factors. The Q factor (quality factor) measures the response sharpness of the cavity to excitations, and is defined as $2\pi$ times the ratio of the time-averaged energy stored in the cavity to the energy loss per cycle. The Q factor can be defined as the ratio between the resonant frequency and the half power bandwidth of the resonant peak [Jackson, 1999]. The Q factor is also inversely proportional to the
relative error of the resonant frequency estimation \[\text{[Jackson, 1999; Nickolaenko and Hayakawa, 2002]}:\]

\[
Q_n = \frac{f_n}{\Delta f_n},
\]

where: \(\Delta f_n\) – the half power bandwidth. The Q factor for the values presented in Table 1 is of the order of 4, and also indicates that the terrestrial cavity is a damped waveguide. The more damped the cavity, the smaller the Q factor.

1.2.2 Introduction to ELF propagation modeling

Point 1.2.1 displays that the ratio between the speed of light and the phase velocity is very important for ELF propagation in the waveguides made of partially conducting media. The phase velocity in such media is equal to the velocity of light in free space divided by the refractive index \(\eta\), which is in turn related to the EM properties of the waveguide boundaries.

The EM properties of the ionosphere and the ground can be characterized by the complex conductivity:

\[
\sigma(z) = \sigma(z) - i \omega \varepsilon(z), \tag{1.31}
\]

associated with the conduction and displacement current:

\[
J + \frac{\partial D}{\partial t} = \sigma \varepsilon - i \omega \varepsilon \varepsilon = \sigma \varepsilon ,
\]

the complex permittivity, \(\varepsilon = \frac{i \sigma}{\omega}\), and the magnetic permeability, \(\mu = \mu\) (we can assume that there is no magnetic loss). From (1.3) and (1.4), we can get the Helmholtz wave equation, using a similar transformation as in (1.7):

\[
\left(k^2 + \nabla^2\right)\mathbf{B} = 0, \quad k^2 = \omega^2 \varepsilon \mu + i \mu \sigma \omega = i \mu \sigma \omega . \tag{1.32a,b}
\]

The wave number is a complex number:

\[
k = k_1 + ik_2 = \omega / \nu_{ph} - i \alpha , \tag{1.33}
\]

where its imaginary part describes the wave attenuation, given by the attenuation coefficient \(\alpha\), and the real part the frequency, the phase velocity, and the refractive index. As the wave number \(k = k_0\) the refractive index, \(\eta = c / \nu_{ph} = c k / \omega\), is not equal 1. As seen from (1.32b), the wave number, and at the same time the refractive index, depends on the conductivity of the boundaries.
The first term in (1.32b) is related to the energy storage, the second to its dissipation. To describe the medium, we use commonly the loss factor, which is the ratio between these two terms: $\sigma/(\varepsilon \omega)$, or the loss tangent, $\tan \xi = \sigma/(\varepsilon \omega)$. EM field propagate by radiation for high frequencies ($\sigma < \varepsilon \omega$), and by diffusion for low frequencies ($\sigma > \varepsilon \omega$). The boundary condition takes place at $\tan \xi = 1$. In the ELF range, the waves propagate in the diffusive regime, controlled by the conductivity, not by the permittivity of the medium, as it is in the radar range.

As for almost all planetary media $\mu = \mu_0$, we find that:

$$\kappa^2 = \omega^2 \varepsilon \mu = \mu_0^2 \varepsilon \mu = \mu_0^2 \eta^2, \quad \eta^2 = \varepsilon \mu_0 / \varepsilon_\omega \mu_0 = \varepsilon_r + \frac{i\sigma}{\varepsilon_\omega \omega}, \quad (1.34a,b)$$

where: $\varepsilon_r$ – is the relative permittivity. The medium is regarded as a conductor, when $\sigma / \varepsilon_0 \omega >> 1$, and as an insulator if $\sigma / \varepsilon_0 \omega << 1$. At a 10 Hz frequency ($\omega \sim 60$ Hz), this boundary value is $\sigma = 5 \cdot 10^{-10}$ S/m [Rycroft et al., 2008].

The amplitude of an electromagnetic wave, during its propagation into a medium, decreases exponentially with distance. The scale length for this penetration is given by the skin depth $\delta$, the depth at which the wave amplitude decreases e-times. From the wave number (1.32b), we see that:

$$\kappa = \sqrt{i\mu \varepsilon_\omega} = (1 + i) \sqrt{\frac{\mu \omega \sigma}{2}} = \frac{1}{\delta} + \frac{i}{\delta}, \quad \delta = \sqrt{\frac{2}{\mu \varepsilon_\omega \sigma}}. \quad (1.35a,b)$$

The skin depth increases as $\sigma$ decreases. For the boundary value of the conductivity ($5 \cdot 10^{-10}$ S/m), we find that the skin depth is very large, $\delta \sim 7000$ km.

The ionosphere and the ground are not made of one layer of constant conductivity. The conductivity of the atmosphere increases with altitude, due to cosmic and solar radiation. Also, as shown in point 1.2.3, it becomes a tensor under the influence of magnetic field. The ground is a mixture of many different rocks, ices, ores, and waters. In addition, its conductivity changes with depth since it is related to temperature. In ELF wave propagation modeling, it is important to estimate the conductivity profiles of the boundaries.

On Earth, liquid water exists at the planetary surface in the form of oceans and seas, but it is also present almost everywhere in rocks. Using the skin depth approach, it is easy to prove that the terrestrial ground is indeed a good conductor at 10 Hz. The average value of the continental surface conductivity is ca. $10^2$ S/m [Lowrie, 2007], and the averaged ocean water conductivity is
It leads to the skin depth ~1.6 km for the continental crust, and ~100 m for the oceans, giving on average a value of hundreds of meters. Thus, the ground is not a factor influencing the wave phase velocity, and thereby the SR parameters. For that reason, in the history of SR studies, which were carried out in relation to the terrestrial waveguide, the exact influence of the ground on ELF propagation was not established.

Propagating waves in the terrestrial cavity are reflected and transmitted into the ionosphere [Wait, 1970]. The reflection coefficients depend on the atmospheric conductivity profile, which varies between daytime and nighttime, the local ambient magnetic field, and the direction of incidence. Modeling of ELF propagation in a planetary waveguide made of the non-uniform and partially conducting ionosphere is possible using numerical and analytical methods. The numerical modeling allows including detailed conductivity profiles, but owing to the time needed to conduct satisfactory simulations, does not provide relationships between the conductivity and propagation parameters. On the contrary, analytical methods allow studying these relationships easily and in a wide range.

The first models were very simple, with the ionosphere made of one uniform layer of finite conductivity [Wait, 1962], but they allowed constructing better techniques. Later, the ionosphere was approximated with a few homogenous layers [Chapman and Jones, 1964]. The more sophisticated numerical techniques allowed studying multi-layer models with thin uniform layers [Galejs, 1965] as well as using direct full-wave integration of the complex differential equations [Pappert and Moler, 1974]. However, the limitation of numerical methods forced researchers to use less complex three-layer models of the conductivity profiles in order to study the relationship between the ionospheric conductivity and the SR parameters [Tran and Polk, 1979; Mushtak and Williams, 2002]. The full-wave approach revealed that only two characteristic layers of the ionosphere influence the behavior of the field components, and all the properties of the ionosphere not associated with these two layers are unimportant for the ELF propagation parameters [Madden and Thompson, 1965; Cole, 1965]. Basing on these findings, Greifinger and Greifinger [1978] proposed the analytical method that allowed studying firstly isotropic, and next anisotropic waveguides [Greifinger and Greifinger, 1986].

Presently, analytical as well as numerical techniques are applied to study wave propagation. Three numerical techniques are utilized most frequently. The finite-difference time-domain (FDTD) technique, a grid-based method was used for simulations of the terrestrial and the Martian cavity [Soriano et al., 2005; 2007; Yang et al. 2006]. Also, the finite element method (FEM) was applied
to solve the partial differential equations for complex domains by employing unstructured meshes [Simoes et al. 2008a,b]. Besides these two techniques, the transmission line method (TLM), employing a circuit-like approach with resistor and capacitor networks, was employed for SR modeling [Morente et al. 2003, Molina-Cuberos et al., 2006]. The most popular analytical model is the isotropic Greifingers’ approach [Mushtak and Williams, 2002], in which the conductivity profiles are approximated by exponential functions. These approximated profiles can be easily integrated in order to obtain the propagation parameters. Firstly, this method was used with two-exponential profiles, however as they do not represent a knee-like change in the ionosphere conductivity, the knee-models were developed, and are used to study planetary cavities [Mushtak and Williams, 2002; Pechony and Price, 2004]. Such a model is also employed in this work, and is fully described in Chapter 3.

1.2.3 Analytical modeling of ELF propagation

To analyze ELF propagation in a planetary cavity, we use the Maxwell equations (1.1)-(1.4) with the appropriate boundary conditions and Ohm’s law.

Ohm’s law is a constitutive equation relating current density with electric field: \( \mathbf{J} = \sigma \mathbf{E} \). As \( \mathbf{E} \) and \( \mathbf{J} \) are vectors, then \( \sigma \) must be a tensor in general. In isotropic medium, it is in fact a scalar, and \( \mathbf{E} \) and \( \mathbf{J} \) have the same direction. In anisotropic mediums \( \sigma \) is a tensor. Linearity of conductivity is almost always true, but sometimes, it is a function of \( \mathbf{E} \). Current flow in the atmosphere is one of such examples as the electric breakdown takes place when \( E > E_{\text{critical}} \) [Zhdanov and Keller, 1994].

As in the planetary cavity \( R \gg h \), we can assume that propagating ELF waves are plane waves, and to study such a situation we can use the Cartesian coordinate system. The boundary conditions that represent situation in which plane EM waves penetrate into a finite conductive medium were presented in the work of Jackson [1999]. Inside perfect conductors charges and currents vanish. The boundary condition on the normal magnetic component is related to (1.2):

\[ \mathbf{n} \cdot \mathbf{B} = \mathbf{n} \cdot \mathbf{B}_c \]

where: the subscript \( c \) denotes the interior of the conductor, \( \mathbf{n} \) – is the unit normal vector. As there is a very thin surface of the conductor where currents can flow, the magnetic flux disappears, and the boundary condition on the tangential electric component from (1.3) is:

\[ \mathbf{n} \times \mathbf{E} = \mathbf{n} \times \mathbf{E}_c \]

Consequently, only the normal electric and the tangential magnetic components are different from zero and fall instantly to zero inside the conductor. With a finite conductivity medium, the
fields should act in a similar way, but they disappear in a thin layer below the surface, given by the skin depth. Similarly to the surface current density, a current flows inside the conductor and opposes the field penetration into the medium. In a medium of finite conductivity and described by Ohm’s law, there is no surface current density as it would require infinite \( E \) at the boundary [Griffiths, 2005]. As a result, from (1.4), we get the boundary condition:

\[
n \times H_n = n \times H_c.
\]  

(1.36)

For a TEM wave that can be described by \( e^{i(k_x x - \omega t)} \), and which propagates along the \( x \)-axis parallel to the surface \( (z = 0) \), the electric component of ELF field is directed along the \( z \)-axis and the magnetic component along the \( y \)-axis. If the boundaries were of infinite conductivity, \( E_z \) and \( H_y \) would be the only components, however due to their finite conductivity, the magnetic component penetrates into the boundary to the penetration depth given by \( \delta \) and generates an additional electric component \( E_x \). From equations (1.3), (1.4), and (1.31), we obtain:

\[
(\nabla \times E)_y = \left( \frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} \right) = i \mu \omega H_y, \\
(\nabla \times H)_x = -\frac{\partial H_y}{\partial z} = (\sigma - i \varepsilon \omega) E_x = \sigma E_x, \\
(\nabla \times H)_z = -\frac{\partial H_x}{\partial z} = (\sigma - i \varepsilon \omega) E_z = \sigma E_z.
\]

(1.37a)

(1.37b)

(1.37c)

The main complication stems from the fact that the boundaries are not sharp, and their conductivity changes with altitude.

Modeling of ELF propagation is convenient to conduct using the complex propagation parameter \( S \) [Galejs, 1972]:

\[
\bar{S} = \frac{k}{k_0}.
\]  

(1.38)

Employing the complex wave number given by (1.33), we can write the propagation parameter as:

\[
S = c / v_{ph} - \frac{l}{\omega} c / \omega.
\]  

This parameter fully describes the propagation properties of a ground-ionosphere waveguide: the phase velocity \( v_{ph} \), the attenuation coefficient \( \alpha \), as well as the quality factor \( Q \) [Galejs, 1972]:

\[
v_{ph} = c / \text{Re} \bar{S}(f), \quad \alpha = 2 n f \| \text{Im} \bar{S}(f) / c, \quad Q = \frac{\text{Re} \bar{S}}{2 \text{Im} \bar{S}}
\]

(1.39a,b,c)

Analytical modeling of ELF propagation in planetary cavities can be performed using some simplifications. The first simplification is related to the work of Greifinger and Greifinger [1978], in
which the authors established that ELF propagation in the planetary cavity is significantly influenced only in the limited altitude range. The lower altitude limit, \( h_0 \), is the altitude at which displacement current is equal to conduction current: \( \sigma = \varepsilon_0 \omega \). It describes the height at which the electric component starts to be strongly attenuated, and its real part can be roughly described as the ionospheric height. The upper altitude, \( h_1 \), is the altitude at which \( \omega \tau_D = 1 \), where \( \tau_D \) – is the magnetic diffusion time through a conductivity scale height. It shows where the magnetic component becomes strongly attenuated and represents the upper boundary of the waveguide. It is the height at which the character of the propagation changes from wave-like to diffusion-like. Greifinger and Greifinger [1978] found that those characteristic altitudes are related to the propagation parameter:

\[
\bar{S}^2 = \frac{h_1}{h_0}. 
\tag{1.40}
\]

The second simplification is a 2D formalism that can be employed as the distance between the boundaries of the cavity is very small in comparison to the length of ELF waves. Therefore, the waveguide can be treated as a transmission line. As a result, the relationship between the both transverse components of ELF field propagating in the waveguide is the same as the relationship between voltage and current in a transmission line [Madden and Thompson, 1965]. Although the previous works applied this technique only to the terrestrial waveguide, it may be used to study properties of any cavity. We can compare the waveguide to a transmission line of a unit length and width, which is described by the resistance and inductance related with the resistance of the ground \( R_G \) and atmosphere \( R_A \) as well as with currents flowing through these media (Figure 2). The transmission line is characterized by its elementary components: resistance \( \tilde{R} \), conductance \( G \), inductance \( L \), and capacitance \( C \) [Krakowski, 1995].

![Figure 2. Scheme of the transmission line as a substitute of a planetary waveguide.](image)

In the proposed elementary transmission line, we have the series inductors and resistors, and we can write that \( L = L_G + L_A \), and \( \tilde{R} = R_G + R_A \).
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Using a 2D formalism, we can employ the two-dimensional telegraph equation (TDTE) technique [Madden and Thompson, 1965]. We see that if \( I(x,t) \) and \( U(x,t) \) is a current and a voltage in the transmission line at given time \( t \) and at position \( x \), then the voltage \( U \) at the resistor is \( I R \) and at the coil \( L \partial I / \partial t \). The charge on the capacitor is: \( q = UC \). We get a decrease in the voltage and the current across the circuit. Using Kirchhoff’s Laws in the limit as \( \Delta x \to 0 \), we have:

\[
\begin{align*}
\frac{\partial}{\partial x} U &= -L \frac{\partial}{\partial t} I - \tilde{R} I, \\
\frac{\partial}{\partial x} I &= -C \frac{\partial}{\partial t} U - G U.
\end{align*}
\]  

(1.41a) (1.41b)

Performing differentiation over \( x \) in (1.41a) and substituting the calculated terms by (1.41b), we get a partially differential equation, the telegraph equation [Jeffrey, 2003]:

\[
\frac{\partial^2}{\partial x^2} U = L C \frac{\partial^2}{\partial t^2} U + \left(G \tilde{R} C + \tilde{R} G C\right) \frac{\partial}{\partial t} U + \tilde{G} \tilde{R} U.
\]

(1.42)

As the conductance of the ionosphere changes gradually, the distance between the plates is not easy to determine. To solve this problem Kirillov [1996] proposed an approach based on the complex values of the capacitance and inductance. From (1.42), we obtain:

\[
\frac{\partial^2}{\partial x^2} \tilde{U} = -\left(L \tilde{C} \omega^2 - \left(\tilde{R} C + L G\right) \omega - G \tilde{R}\right) \tilde{U} = -\tilde{I} \tilde{C} \tilde{U},
\]

(1.43)

where: \( \tilde{C} = C - iG / \omega \) and \( \tilde{I} = L - i \tilde{R} / \omega \) are the complex capacitance and conductance, respectively. These values can be given by [Kirillov, 1993; Kirillov et al., 1997]:

\[
\tilde{I} = \mu \tilde{h}_m, \quad \tilde{C} = \epsilon \tilde{h}_e.
\]

(1.44)

Therefore, such a 2D transmission line can be characterized, instead of four parameters, by two complex numbers: \( \tilde{h}_e \) and \( \tilde{h}_m \), called the electric and the magnetic altitude, respectively. The electric altitude is responsible for the behavior of the vertical electric component and the magnetic altitude, for the horizontal magnetic component of propagating waves. The electric altitude is much smaller than the magnetic altitude, related with the induction currents. From (1.43), we see that the phase velocity in a transmission line is given by \( 1/\sqrt{\tilde{C} \tilde{L}} \) and the wave number is: \( \tilde{k} = \omega \sqrt{\tilde{L} \tilde{C}} \), then from (1.38) and (1.44):

\[
\tilde{S}^2 = c^2 \tilde{L} \tilde{C} = \tilde{h}_m / \tilde{h}_e.
\]

(1.45)

As (1.40) and (1.45) are very similar to each other, they are used as equal [Greifinger et al., 2007]. Therefore, to solve the problem of ELF propagation in a waveguide, we need to determine these characteristic altitudes.
To obtain those altitudes, we can use the boundary conditions at the surface \((z = 0)\), at which: 
\[ \mathcal{E} = \mathcal{E}_0(z) \] and \(\mathcal{H} = \mathcal{H}_0(z)\). The charge collected at the surface is equal to \(Q(0) = \varepsilon \mathcal{E}_0(0) = \varepsilon \mathcal{E}_0\), and the current which flows at the surface is \(I(0) = H_y(0) = H_{oy}\) [Kirillov et al., 1997]. From the definition:

\[
\overline{U} = -\int_0^\infty \mathcal{E}_z(z) dz, \quad \overline{\Phi} = \mu \int_0^\infty H_y(z) dz
\]

From relations (1.44) and (1.46), we have [Kulak et al., 2013]:

\[
H_e = -\frac{1}{E_{dz}} \int_0^\infty \mathcal{E}_z(z) dz, \quad H_m = \frac{1}{H_{oy}} \int_0^\infty H_y(z) dz,
\]

where: \(\mathcal{E}_z(z)\) and \(H_y(z)\) are the vertical electric and horizontal magnetic field distributions and \(E_{dz}\) and \(H_{oy}\) are their amplitudes at the surface. The distributions are calculated by solving Maxwell’s equations in a medium characterized by a complex conductivity. In planetary cavities, the electric altitude is equal to the sum of the electric altitude of the ionosphere \(h_e\) and the ground \(h_{eg}\). Similarly, the magnetic altitude is \(h_m = h_{mi} + h_{mg}\) [Kulak et al., 2013]. The real parts of the magnetic and electric altitudes are presented in Figure 3. Their imaginary parts are related to wave attenuation. An analytical approach that allows calculating those altitudes with a multi-layer boundary is presented in Chapter 3.

![Figure 3. ELF wave penetration into the ground. Due to finite conductivities of the boundaries the magnetic component \(H_y\) penetrates the boundary to the depth given by \(\delta\) and generates an additional electric component \(E_x\). \(h_{eg}\) and \(h_{mg}\) are the real parts of the electric and magnetic altitudes of the ground and the ionosphere, respectively. The dashed line indicates the ionosphere boundary.](image)

The conductivity of the ionosphere varies not only with altitude but also with longitude and latitude. The most important variation occurs at the terminator since the conductivity profiles for the nighttime and daytime ionosphere are different. As the scale of ionospheric irregularities is
small compared with the ELF wavelengths, propagation is rather stable in the waveguide. However, most common disturbances, such as those related to the solar cycle can influence the Schumann resonance parameters [Satori et al., 2005; Nickolaenko et al., 2015]. Also other factors are important, e.g. showers of meteoroids, which increase the conductivity of the lower layers of the ionosphere [Molina-Cuberos et al., 2008]. Therefore, in order to get an accurate description of the ELF propagation, it is necessary to recognize all elements influencing the electrical properties of the cavity. They are described in general situation in the next point, and are presented in detail with reference to the Martian environment in Chapter 2.

1.2.4 Properties of a planetary cavity

As the planetary cavity and the global electric circuit are related to each other, we can describe the planetary cavity by describing the elements of the circuit [Feynman et al., 2005].

In a terrestrial-type planetary environment, several factors allow for existence of the global atmospheric electric circuit. They are related to the presence of [Aplin, 2006]:

- two conducting layers;
- charge separation mechanisms to form a dipole structure in the atmosphere;
- electric discharges or precipitation to recharge the circuit;
- current flow related to mobile charged particles to discharge the circuit.

The atmosphere is normally a relatively good insulator (dielectric medium), however, due to ionization by e.g. galactic cosmic rays (GCR), above some altitude its conductivity increases so much that we can treat it like a conductor. This part of the atmosphere, called the ionosphere, forms the upper of the two conducting layers. The lower boundary is the conductive layer of the planetary ground. Rocks are generally insulators. Their higher conductivity can be related to the presence of some conducting medium, e.g. saline water, or high temperatures. Therefore, a ground conductive layer is present at the surface or within the subsurface of the planet. The ionosphere and the ground, between which there is an insulating medium, create a capacitor. In the atmosphere, the presence of phenomena associated with charge separation, leads to electric discharges or precipitation of charged particles. This can be described as a circuit battery and results in arising of the electric field potential difference between the ionosphere and the ground. In such electric field, mobile, charged particles move, resulting in a current flow and discharging of the circuit (Figure 4).
The AC (alternating current) component of the global electric circuit is associated with EM sources and can be studied by the Schumann resonance phenomenon. As the DC (direct current) component may respond to both precipitation and electrical discharges, and the AC component only to discharges, current estimated from those two components may be different. As a result, Schumann resonance only indicates the existence of the AC atmospheric electrical circuit, and for the DC circuit additional evidence of current flow is required. As opposite to the DC component, the AC component is unaffected by local conditions. Also, seasonal variations in the AC and DC components may not be linked directly [Harrison, 2005].

The resistance of the atmosphere \( (R_A) \) and ground \( (R_G) \) can be given by [Harrison, 2005]:

\[
R_A = \frac{1}{4\pi R^2} \int_0^z \frac{dz}{\sigma_i(z)}, \quad R_G = \frac{1}{4\pi R^2} \int_z^{z_2} \frac{dz}{\sigma_i(z)}.
\]  

The total global electrical resistance, \( R_T \), can be found by: \( R_T = R_G + R_A \). The capacitance of the global capacitor is given by: \( C = 4\pi \varepsilon_0 R^2/H \), where \( H \) is the atmospheric scale height. The relaxation time constant for the global electric circuit, \( \tau_c \), is given by \( \tau_c = CR_T \). In the terrestrial case, we have: \( R_T = R_A \), \( R_A \) is ca. 250 \( \Omega \) [Volland, 1984], and since the scale height is ca. 8 km, \( C \) is ca. 1 F; therefore, \( \tau_c \sim 5 \) min. It is also convenient to introduce the electric relaxation time define as:

\[
\tau_e = \varepsilon_0/\sigma_i.
\]  

It is the time needed by the electric current to adjust to 1/e of its final value after some electric field is applied [Roble and Tzur, 1986]. This value increases with decreasing altitude, along with
the conductivity. For the terrestrial atmosphere, its maximum value (ca. 40 min) is reached near the planetary surface, and it is a characteristic time of discharging of the global electric circuit after cessation of all electric discharges [Roble and Tzur, 1986; Rycroft et al., 2000].

On Earth, the surface of the planet is negatively charged, and the ionosphere positively due to the character of sources (see below). The ionospheric potential is ca. +250 kV with respect to the ground. It produces electrical field with an averaged strength of 130 V/m at the planetary surface. Lightning is a battery, which maintains global electric circuit [Rycroft et al., 2000]. Price et al. [2011] computed that there are 750 thunderstorms at any given moment, and Christian et al. [2003] found that a lightning flash rate is ca. 45 per second. Ions in the atmosphere generate electrical fair weather current of the 2 pA/m² density, which leads to discharging of the capacitor. The electric current flows downwards through the atmosphere to the ground (positive ions move downwards and negative ones upwards) [Aplin, 2008]. The atmospheric conductivity depends on geomagnetic location, aerosol pollution, and increases with height from ~10⁻¹⁴ S/m at the surface to 10⁻⁷ S/m in the ionosphere, at ~80 km altitude [Rycroft et al., 2008]. However, the ionosphere is not equipotential. Differences arise from interactions with the solar wind, the intrinsic magnetic field, auroral phenomena or ionospheric dynamo [Rycroft et al., 2000]. The electric field in the atmosphere shows a characteristic Universal Time (UT) diurnal variation. It was first detected on the Carnegie ship. The Carnegie variation has a broad peak in the late afternoon when the African thunderstorm center dominates and in the early evening when there is the thunderstorm maximum in the Americas [Aplin, 2006]. The African center is stronger then the American one by a factor of 2.8 [Williams and Satori, 2004]. The Carnegie variation minimum is in the morning. We know that there are also other temporal variations, e.g. seasonal (related to solar radiation and rotation), decadal (solar cycle effects), and probably of even longer periods [Harrison, 2005].

1.2.4.1 Low-frequency EM sources

The main source of ELF waves on Earth is lightning activity, even though a lightning discharge peak is located in the very low frequency range (VLF, 3-30kHz). Within a cumulonimbus cloud (Cb) charge exchange arises from particle interactions mainly between ice crystals and soft hail. Ice crystals more often become positively charged and soft hail negatively. This process is followed by charge separation from gravitational settling of hail, which results in forming a dipole within the cloud [Saunders, 2008]. When the electric field exceeds the breakdown voltage of the air, or the cloud, an electric discharge takes place. Most lightning events are intra-clouds and only small amount are cloud-to-ground events CG. Most of them, called GC, carry a negative charge to the
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ground. Globally lightning activity passes positive charge to the upper and negative charge to the lower conducting layer. Lightning phenomena also take place above clouds, at altitudes 45-95 km above the surface, in a form of transient luminous events (TLE), such as: sprites, elves, blue jets [Yair, 2012]. These phenomena have a direct, but a hard to measure impact on the electric circuit [Rycroft et al., 2000]. Large CG+ discharges (carrying positive charges to the ground) are known to cause sprites, and to be the source of the so-called Q bursts, strong radio signals in the ELF range, propagating around the planet [Rakov and Uman, 2006; Ondraskova et al., 2008]. With intra-clouds discharges are related gamma-ray flashes (GRF), which are short burst of gamma-ray photons, produced shortly after the lightning. They are probably generated due to acceleration of ambient electrons to relativistic energies by the strong electric fields in thunderstorms. These relativistic electrons are responsible for production of runaway avalanches (relativistic runaway electron avalanche process, RREA). Natural charging processes do not generate fields to the breakdown level, but only to a few percent of this value [Farrell and Desch, 2001]. According to Gurevich et al. [2004, 2005] runaway electrons initiate lightning phenomena. However, to trigger the entire process some very energetic particles are necessary, and it is assumed that this role is played by cosmic radiation [Yair, 2012].

Thunderstorms are not the only source of electric discharges. They are also related with volcanic activity, which generates discharges during the ejection of pyroclastic materials, as well as to forest fires and large dusty phenomena, such as dust storms [Rycroft et al., 2000]. Lightning activity is not the only mean to transfer charges in the electric circuit. Coronal point discharges known as St. Elma fires as well as convection may play an important role [Rycroft et al., 2000]. Also precipitation from electrified clouds is very essential, transferring negatively charge water droplets [Aplin et al., 2008].

Geomagnetic pulsations, visible on the schematic diagram presented in Figure 1, are generated by the solar wind–magnetosphere coupling. They cover the ultra-low frequency (ULF) range (ca. 1 mHz to ca. 1 Hz) and have periods smaller than few minutes [Saito, 1969]. They can be divided into two groups: continuous Pc and irregular Pi [Alperovich and Fedorov, 2007]. They are related to various electromagnetic phenomena associated with hydromagnetic waves. The short-period pulsation may display aurora variations, ionospheric current changes, and can be associated with the ionospheric Alfven resonator. The ionospheric Alfven resonator results from shear Alfven waves trapped in the vertical direction between the ionosphere and the magnetosphere [Belyaev et al., 1990; Lysak, 1993]. The resonator is excited by lightning generated emission, similarly as Schumann resonance. The long-period pulsations are related to resonant phenomenon of the
magnetosphere [Campbell, 2003]. On Earth, geomagnetic pulsations are observed from space and from the planetary surface [Mursula et al., 2001].

Another source of oscillation in the terrestrial cavity is related to thermal and gravitational tides. These tides move the atmospheric plasma in the planetary magnetic field, which leads to generation of electric fields and currents in the ionospheric dynamo region (see below). These oscillations are not related directly to solar activity, and therefore, they are called the solar quiet (Sq) variations. They have spectral peaks that occur with periods: 24, 12, 8 and 6 h. The Sq variations affect the planetary mantle to the depth of 400-600 km, inducing currents in these regions [Campbell, 2003]. This effect can be used in magneto-telluric sounding since it allows studying deep structure of the planet.

Detail information on the low-frequency sources connected to the Martian environment and important to this study is presented in points 2.3 and 2.4.3.

1.2.4.2 Electrical properties of the atmosphere

Typically the electrical properties of the atmosphere can be characterized by several parameters: the electron, ion and neutral particles density, the effective collision frequency between those atmospheric species, the electron and ion gyrofrequency, and the plasma frequency. These parameters are related to the atmospheric composition, its density, and temperature. From them, we can determine the profiles of electrical conductivity.

The plasma frequency matches up with the oscillation frequency for a given species of charged particles under a small charge separation. For electrons, it is given by [Jackson, 1999]:

$$\omega_p^2 = \frac{n_e e^2}{m_e \varepsilon_0}, \tag{1.50}$$

where: $n_e$ is the electron density, $e$ is the charge of the electron ($1.60 \cdot 10^{-19}$ C), and $m_e$ is its mass ($9.11 \cdot 10^{-31}$ kg). The ion plasma frequency, $\omega_{pi}$, is much smaller as the ion mass, $m_i$, is always larger than $m_e$ and [Treumann et al., 2008]:

$$\omega_{pi} = \frac{Ze}{m_i} \omega_p,$$

where: $Z$ is the ionic charge number. The interaction between radio waves and the ionosphere depends on the plasma frequency, which for electrons, after inserting the constant values in (1.50), can be given as: $f_p = 8979 \sqrt{n_e}$, where $f_p$ is in Hz and $n_e$ in $\text{el/cm}^3$ [Withers, 2009]. Radio
waves of frequency $f$ propagate through the medium for which $f_p < f$ and are reflected from the medium for which $f_p \geq f$ [Gurnett et al., 2008]. For example, the terrestrial ionosphere is a leaky dielectric for VLF waves, and for higher frequency waves, but a conductor for ELF waves.

The gyrofrequency (cyclotron frequency) is a rotation frequency of a charged particle in a magnetic field. For an electron and ion it is, correspondingly [Jackson, 1999]:

$$\omega_{Be} = eB/m_e, \quad \omega_{Bi} = q_iB/m_i,$$  

(1.51a,b)

where: $q_i$ – is the ion charge.

The collision frequency measures the frequency of collisions between a given charged species and neutral particles or other charged species. In case of collisions with neutrals, it depends on neutrals density $n_n$, the neutral molecule or atom cross-section $\varsigma$, and the average velocity of the charged particles $\langle v \rangle$ [Goebel and Katz, 2008]:

$$\nu = n_n\varsigma\langle v \rangle.$$  

(1.52)

The atmospheric conductivity results from ions and electrons concentrations. The contribution of positive charged particles with charge number larger than 1 is negligible [Frank-Kamieniecki, 1968]. As a result, we can adopt that an ion charge is: $q_i = e$. The total atmospheric conductivity is defined by the sum of the ions and electrons conductivity and is given by [Michael et al., 2008]:

$$\sigma_t = e(\mu_+n_+ + \mu_+n_- + \mu_e n_e),$$  

(1.53)

where $n_\pm$ and $n_e$ are the densities of ions and electrons, respectively, and $\mu_\pm$ and $\mu_e$ are the ion and electron mobilities. The mobility is a velocity acquired by an ion or electron in a unit electric field.

The ion and electron mobilities are functions of their collision frequency. Electrons, due to their small mass, have very high mobility, which is given by:

$$\mu_e = e/(m_e\nu_e),$$  

(1.54)

where: $\nu_e$ is the electron-neutral collision frequency. Using (1.50), (1.53), and (1.54) the ionospheric conductivity solely related to electrons can be described as:

$$\sigma = \frac{e^2n_e}{m_e\nu_e} = \frac{\varepsilon_0\omega_p^2}{\nu_e}.$$  

(1.55)

In the ionosphere, the density of neutral gas exceeds the density of plasma; therefore this region is a weakly ionized medium. Fully ionized medium is only expected in the planetary magnetosphere. In partly ionized medium charged particles move under the influence of electric
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fields, ambient planetary magnetic field, as well as by neutral gas motions. The equation of motion for electrons and ions can be written as [Melnik and Parrot, 1999]:

\[
\frac{d\mathbf{v}_e}{dt} = \frac{e}{m_e} (\mathbf{E} + \mathbf{v}_e \times \mathbf{B}) - \nu_{ie} \mathbf{v}_e - \nu_{ei} (\mathbf{v}_e - \mathbf{v}_i), \tag{1.56a}
\]

\[
\frac{d\mathbf{v}_i}{dt} = \frac{e}{m_i} (\mathbf{E} + \mathbf{v}_i \times \mathbf{B}) - \nu_{ei} \mathbf{v}_i - \nu_{i} (\mathbf{v}_i - \mathbf{v}_e), \tag{1.56b}
\]

where: \(\mathbf{v}_e, \mathbf{v}_i\) are the velocities of electrons and ions, \(\nu_{ie}, \nu_{ei}\) are the collision frequencies between charged particles, and \(\nu_i\) is the ion-neutral collision frequency.

Under the influence of magnetic fields, charged particles do not move along the field lines, but due to the Lorentz force they can move also perpendicular to the field. The ability of ionospheric currents to flow perpendicular depends on the magnetic field magnitude, which change with altitude. The field-aligned conductivity, \(\sigma_0\), takes place when the magnetic field is weak in comparison to the forces related to the collisions with neutrals (see (1.56)). This happens in the neutral atmosphere, where particles move parallel to \(\mathbf{E}\) and \(\mathbf{B}\). This conductivity is greater than the perpendicular conductivities, and can be given by (see (1.55)):

\[
\sigma_0 = e^2 n_e \left( \frac{1}{m_e \nu_e} + \frac{1}{m_i \nu_i} \right), \tag{1.57}
\]

where: \(\nu_i\) is the ion-neutral collisions frequency. When the magnetic effects are stronger, the perpendicular conductivities are nonzero [Baker and Martyn, 1953]. Particles can move parallel to \(\mathbf{E}\) and perpendicular to \(\mathbf{B}\), which quantitatively can be described by the Pedersen conductivity, obtained from solving the equations of motion (1.56) with the cyclotron frequencies (1.51) [Opgenoorth et al., 2010]:

\[
\sigma_p = e^2 n_e \left( \frac{\nu_e}{m_e (\omega_{be}^2 + \nu_e^2)} + \frac{\nu_i}{m_i (\omega_{bi}^2 + \nu_i^2)} \right), \tag{1.58}
\]

or orthogonal to \(\mathbf{E}\) and \(\mathbf{B}\), which is given by the Hall conductivity [Opgenoorth et al., 2010]:

\[
\sigma_H = e^2 n_e \left( \frac{\omega_{be}}{m_e (\omega_{be}^2 + \nu_e^2)} - \frac{\omega_{bi}}{m_i (\omega_{bi}^2 + \nu_i^2)} \right). \tag{1.59}
\]

From expressions (1.57)-(1.59), we see that when \(\nu\) given by (1.52) is much larger than \(\omega_b\) given by (1.51), then \(\sigma_p\) is equal to \(\sigma_0\), and \(\sigma_H \ll 1\). Collisions prevent ions and electrons from movements influenced by the magnetic field. Charged particles are trapped in the neutral medium and are subjected to processes related to this medium. On the other hand, when \(\nu \sim \omega_b\), then \(\sigma_H = \sigma_p = 0.5 \sigma_0\), particles can drift perpendicular to the electric and magnetic field. The different physical properties of ions and electrons lead to different profiles of the collision
frequencies and gyrofrequencies of these two species. Above some altitude electrons, which collision frequency is lower than this of ions, are influenced by the magnetic field, while ions still move in accordance with the neutral atmosphere corresponding to winds related with pressure gradients. This process leads to charge separation and creation of the so-called ionospheric dynamo region [Fillingim et al., 2010].

The perpendicular conductivities are not only related to strong intrinsic planetary magnetic fields but also to induced ones. Rosenqvist et al. [2009] studied the perpendicular conductivities existing in the weak induced magnetosphere around Titan. They have found that the Hall and Pedersen conductivities in such weak draped magnetic fields can be much stronger than those observed on Earth.

In the atmosphere, charged particles are generated via various processes, but they are also lost due to recombination with or attachment to other particles. Their concentration is determined by the charged particle balance equation, which describes the relationship between their production rate and loss rate, given by the recombination and attachment. For electrons, the balance equation in a steady state is [Michael et al., 2008]:

\[
\frac{dn_e}{dt} = q_e - \tilde{\alpha} n_e - \sum_k n_e \beta_k n_k = 0
\]  

where: \(q_e\) is the production per unit volume, \(\tilde{\alpha}\) is the ion-electron recombination coefficient, \(\beta_k\) are the electron-aerosol attachment coefficients, and \(n_k\) is the aerosol particles concentration of a given charge \(k\) [Michael et al., 2008]. Free electrons are unstable in the Earth lower atmosphere, due to their rapid attachment to electrophilic species and formation of negative ions. However, as shown in Chapter 2, they are very common in the atmosphere of Mars.

The major sources of ionization in the atmosphere are solar and cosmic radiation. Solar EUV (extreme ultraviolet), and gamma radiation are responsible for the generation of the planetary main ionospheric layers, located in the upper atmosphere. The lower atmosphere cannot be so easily ionized by the solar radiation, as solar high-energy photons are absorbed in the upper atmosphere and low-energy ones have too small energies. The major contributors to the ionization of the lower layers are galactic cosmic rays (GCR), extremely energetic charged particles from the outside of the heliosphere. GCR are particles comprising protons (up to 90%), \(\alpha\) particles (up to 10%), electrons \(\sim 1\%\), and \(\sim 1\%\) of heavier nuclei. They also may generate secondary particles in the atmosphere, which can reach even the planetary surface [Bazilevskaya et al., 2008; Hassler et al., 2014]. Their flux is anticorrelated with solar activity. Another source of
Ionization are solar energetic particles (SEP), which can be impulsive and electron rich, or gradual and proton rich. The first type is related with flares, the second with coronal mass ejections (CME). Their flux is of higher probability during periods of high solar activity. At solar maximum ca. 1000 events of the first type and 10 events of the second type happen a year [Campbell, 2003]. Magnetospheric precipitating electrons also have some contribution. Even if they are absorbed in the upper atmosphere, X-rays generated by them can penetrate to lower altitudes [Bazilevskaya et al., 2008].

Important information associated with (1.60) is the fact that in an aerosol-polluted atmosphere its conductivity is considerably reduced by ion-aerosol attachments. The maximum aerosol concentration is in the planetary boundary layer (PBL, a part of the troposphere in which motions are directly influence by the presence of the planetary surface), and decreases with altitude. On the other hand, although in the PBL ionization related to radioactive isotopes in the planetary crust takes place, the ionization rate dominates above the PBL [Harrison, 2005]. Therefore, the major contribution to the atmospheric resistance is associated with the PBL [Rycroft et al., 2008].

Any planetary ionosphere can be divided into several regions, which are generated due to different processes and have different properties. As the main source of ionization is only present during the day, the daytime and nighttime ionospheres are different.

On Earth, the ionosphere consists of four distinct regions (Figure 5). The lowest region is called the D region. Its peak density, ca. $10^4$ el/cm$^3$, is located at ca. 60-90 km altitude. Above it, there is the E region with a peak ca. $10^5$ el/cm$^3$ at 90-120 km altitude. The last region, the F region, at ca. 120-600 km with the electron density ca. $10^6$ el/cm$^3$, is divided into two layers: F1 and F2 with peaks at ca. 200 km and 300 km, respectively. The ionized gases above the F region decrease exponentially. This is the topside ionosphere (600 km). The F region is formed by EUV and precipitation of energetic particles, the E region by soft X-ray. The D region is generated by Lyman $\alpha$ ionization of NO, solar hard X-ray, and GCR [Witasse et al., 2008; Haider et al., 2009]. The D and F1 regions are present only during daytime. Also the meteoric layer generated by ablation of continuous flux of extraterrestrial dust, consisting of neutral and ionized metal atoms, is present at the altitude ca. 80-110 km with a $10^3$–$10^4$ cm$^{-3}$ electron density peak [Kopp, 1997]. The relative abundance of metal species in this layer is similar to carbonaceous chondrites. Meteor showers can increase the concentrations of metal during short periods of time by a factor of 2-3, and sometimes even up to 10 [Molina-Cuberos et al., 2008].
Figure 5. Schematic profiles of the daytime and nighttime electron densities in the terrestrial atmosphere.

The upper ionosphere, in which electrons and ions play an important role, is commonly divided into two regions: lower controlled by photoionization, and upper controlled by dynamical processes. At lower altitudes, the plasma transport timescale, given by: $H^2/D_p$, where: $H$ – the scale height of the neutral atmosphere, and $D_p$ – the plasma diffusion coefficient (proportional to the sum of the electron temperature $T_e$, and the ion temperature $T_i$) is much longer than the photochemical one, given by: $1/\alpha n_e$, where $\alpha$ is the dissociative recombination coefficient. At higher altitudes, the transport timescale becomes shorter than the photochemical one, and transport processes become important and eventually control the topside of the dayside ionosphere [Withers, 2009]. These processes are associated with plasma flow, and can be studied in the kinetically or fluid approach [Witasse et al., 2008]. In the photochemical region, on the other hand, the electron density can be calculated using solely the Chapman theory, in which electrons are only produced by photoionization and lost by electron-ion recombination. In the terrestrial ionosphere, the Chapman theory characterizes very well the E region. In the F region the transport process becomes important, and in the D region cosmic radiation play an important role.

The production of electrons correlates with the solar zenith angle $\chi$. It is the angle from the zenith to the location of the Sun. For $\chi = 0$ (at the zenith), the production rate is equal to $q_e$, and under the horizon ($\chi < 90^\circ$), it is 0 [Campbell, 2003]. It is a quasi-steady state condition, because $\chi$ varies slowly. In the Chapman layer, we can also assume that: $n_i = n_e$. From (1.60), we see that ionization changes as $\sqrt{\cos \chi}$:
\[ q_e \cos \chi - \bar{a}_e n_e^2 = 0, \quad n_e = \sqrt{q_e / \alpha_e} \sqrt{\cos \chi}. \quad (1.61a,b) \]

The Chapman theory presents the relationship between the electron density, atmospheric altitude, depicted in the scale height units, and the solar flux [Withers, 2009]:

\[ n_e(z) = n_{e0} \exp \left[ \frac{1}{2} \left( 1 - \frac{z - z_0}{H} - Ch \exp \left( -\frac{z - z_0}{H} \right) \right) \right], \quad (1.62) \]

where: \( H \) is the scale height of the atmosphere, \( n_{e0} \) is the peak electron density given by (1.61b) for the subpolar point, \( z_0 \) is the peak altitude, \( Ch \) is a dimensionless factor which for small \( \chi \) equals to \( \sec(\chi) \).

### 1.2.4.3 Electrical properties of the ground

The planetary surface and subsurface is composed of various rocks, ices and waters. Those materials have different electrical properties (Figure 6). As many common rock-forming minerals are of low conductivity, most dry rocks have conductivities lower than \( 10^{-8} \) S/m [Schon, 2004]. However, rock conductivity increases with increasing water content and temperature. The accessory minerals within rocks, such as graphite or ores, can also increase this value. The relative permittivity of dry rocks is typically between 3-5 [Schon, 2004]. The relative permittivity of ice is ca. 100 at 260 K. For water at 300K, it is ca. 80 [Petrenko, 1993].

![Figure 6. Conductivity of various materials composing planetary surface in S/m.](image)

On Earth, the conductivity of upper part of the ground (from hundreds of meters up to few kilometers) is very high (Figure 7), due to oceans and high water content in rocks and soils. Beneath the surface, however, this value is lower as water content becomes lesser and temperature is not high enough [Zhdanov and Keller, 1994]. Yet, that zone of the ground is screened by the high-conductivity one and does not influence ELF propagation.
Nevertheless, *Kamra and Ravichandran* [1993] indicated that the terrestrial surface could not be universally considered as a perfect conductor, particularly in hot, dry areas and at the poles, where its conductivity is lower than $10^{-9}$ S/m. This is also valid for other bodies in the Solar System, which do not have liquid water at the surface or are not characterized by high near-surface temperatures. The theoretical issues associated with electrical properties of rocks are presented in Chapter 3.

Knowing the properties of a planetary cavity, it is easy to define and determine the important factors influencing ELF wave propagation. In case of Mars, not all of those properties are known, as discussed in Chapter 2. Therefore, in Chapter 2 and 3, some theoretical studies are considered to establish the most probable models of the Martian waveguide.
2 Martian Environment

2.1 Mars exploration

Since ancient times, Mars has been a goal of investigation, and since Galileo Galilei, it has been explored using telescope. But a true revolution in Mars studies is related to space missions. So far, there have been 42 Martian missions, from which only 21 were successful (Table 2). The data acquired during those programs, significant for this study, is presented in the course of this chapter. Although the number of the missions is not small, especially in comparison to the number of those investigating other astronomical objects, three more Mars missions are presently in preparation: the InSight mission by NASA, and two ExoMars missions by ESA and Ruscosmos. Furthermore, there are some projects in the design phase, such as the Mars 2020 mission, which comprises another rover.

Table 2. Missions to Mars.

<table>
<thead>
<tr>
<th>Launch Date</th>
<th>Name</th>
<th>Country</th>
<th>Type</th>
<th>Result</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960</td>
<td>Marsnik 1</td>
<td>USSR</td>
<td>Flyby</td>
<td>Failure</td>
<td>Did not reach Earth orbit</td>
</tr>
<tr>
<td>1960</td>
<td>Marsnik 2</td>
<td>USSR</td>
<td>Flyby</td>
<td>Failure</td>
<td>Did not reach Earth orbit</td>
</tr>
<tr>
<td>1962</td>
<td>Sputnik 22</td>
<td>USSR</td>
<td>Flyby</td>
<td>Failure</td>
<td>Earth orbit only</td>
</tr>
<tr>
<td>1962</td>
<td>Mars 1</td>
<td>USSR</td>
<td>Flyby</td>
<td>Failure</td>
<td>Radio Failed</td>
</tr>
<tr>
<td>1962</td>
<td>Sputnik 24</td>
<td>USSR</td>
<td>Flyby</td>
<td>Failure</td>
<td>Earth orbit only</td>
</tr>
<tr>
<td>1964</td>
<td>Zond 2</td>
<td>USSR</td>
<td>Flyby</td>
<td>Failure</td>
<td>Passed Mars, but radio failed</td>
</tr>
<tr>
<td>1964</td>
<td>Mariner 3</td>
<td>US</td>
<td>Flyby</td>
<td>Failure</td>
<td>Shroud failed to jettison</td>
</tr>
<tr>
<td>1964</td>
<td>Mariner 4</td>
<td>US</td>
<td>Flyby</td>
<td>Success</td>
<td>Flew by 1965</td>
</tr>
<tr>
<td>1969</td>
<td>Mars 1969A</td>
<td>USSR</td>
<td>Orbiter</td>
<td>Failure</td>
<td>Launch vehicle failure</td>
</tr>
<tr>
<td>1969</td>
<td>Mars 1969B</td>
<td>USSR</td>
<td>Orbiter</td>
<td>Failure</td>
<td>Launch vehicle failure</td>
</tr>
<tr>
<td>1969</td>
<td>Mariner 6</td>
<td>US</td>
<td>Flyby</td>
<td>Success</td>
<td>Flew by 1969</td>
</tr>
<tr>
<td>1969</td>
<td>Mariner 7</td>
<td>US</td>
<td>Flyby</td>
<td>Success</td>
<td>Flew by 1969</td>
</tr>
<tr>
<td>1971</td>
<td>Mariner 8</td>
<td>US</td>
<td>Orbiter</td>
<td>Failure</td>
<td>Launch failure</td>
</tr>
<tr>
<td>1971</td>
<td>Kosmos 419</td>
<td>USSR</td>
<td>Land</td>
<td>Failure</td>
<td>Earth orbit only</td>
</tr>
<tr>
<td>Year</td>
<td>Mission</td>
<td>Country</td>
<td>Type</td>
<td>Outcome</td>
<td>Notes</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td>------------</td>
<td>-----------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>1971</td>
<td>Mars 2</td>
<td>USSR</td>
<td>Orbiter/Lander</td>
<td>Failure</td>
<td>Orbiter arrived, but no useful data, lander failed</td>
</tr>
<tr>
<td>1971</td>
<td>Mars 3</td>
<td>USSR</td>
<td>Orbiter/Lander</td>
<td>Success</td>
<td>Arrived in 1971, some data</td>
</tr>
<tr>
<td>1971</td>
<td>Mariner 9</td>
<td>US</td>
<td>Orbiter</td>
<td>Success</td>
<td>In orbit 1971-72</td>
</tr>
<tr>
<td>1973</td>
<td>Mars 4</td>
<td>USSR</td>
<td>Orbiter</td>
<td>Failure</td>
<td>Flew past Mars</td>
</tr>
<tr>
<td>1973</td>
<td>Mars 5</td>
<td>USSR</td>
<td>Orbiter</td>
<td>Success</td>
<td>Arrived 1974; lasted a few days</td>
</tr>
<tr>
<td>1973</td>
<td>Mars 6</td>
<td>USSR</td>
<td>Orbiter/Lander</td>
<td>Success/Failure</td>
<td>Arrived 1974; contact was lost with lander; little data return</td>
</tr>
<tr>
<td>1973</td>
<td>Mars 7</td>
<td>USSR</td>
<td>Orbiter/Lander</td>
<td>Success/Failure</td>
<td>Arrived 1974; lander failure little data return</td>
</tr>
<tr>
<td>1975</td>
<td>Viking 1</td>
<td>US</td>
<td>Orbiter/Lander</td>
<td>Success</td>
<td>Arrived 1976; lander operated till 1982</td>
</tr>
<tr>
<td>1988</td>
<td>Phobos 1</td>
<td>USSR</td>
<td>Orbiter/Lander</td>
<td>Failure</td>
<td>Lost en route to Mars</td>
</tr>
<tr>
<td>1992</td>
<td>Mars Observer</td>
<td>US</td>
<td>Orbiter</td>
<td>Failure</td>
<td>Lost prior to Mars arrival</td>
</tr>
<tr>
<td>1996</td>
<td>Mars 96</td>
<td>Russia</td>
<td>Orbiter/Lander</td>
<td>Failure</td>
<td>Launch vehicle failure</td>
</tr>
<tr>
<td>1998</td>
<td>Nozomi</td>
<td>Japan</td>
<td>Orbiter</td>
<td>Failure</td>
<td>In heliocentric orbit</td>
</tr>
<tr>
<td>1998</td>
<td>Mars Climate Orbiter</td>
<td>US</td>
<td>Orbiter</td>
<td>Failure</td>
<td>Lost on arrival</td>
</tr>
<tr>
<td>1999</td>
<td>Mars Polar Lander</td>
<td>US</td>
<td>Lander</td>
<td>Failure</td>
<td>Lost on arrival</td>
</tr>
<tr>
<td>2001</td>
<td>Mars Odyssey</td>
<td>US</td>
<td>Orbiter</td>
<td>Success</td>
<td>Arrived in 2001, still operating</td>
</tr>
<tr>
<td>2003</td>
<td>Mars Express</td>
<td>ESA</td>
<td>Orbiter/Lander</td>
<td>Success/Failure</td>
<td>Arrived in 2003; lander lost on arrival; still operating</td>
</tr>
<tr>
<td>2011</td>
<td>Reconnaissance Orbiter Phoenix Mars Lander Phobos-Grunt/Yinghuo-1 Mars Science Laboratory Mars Atmosphere and Volatile Evolution Mars Orbiter</td>
<td>Russia/China</td>
<td>Lander/Orbiter</td>
<td>Failure</td>
<td>Stranded in Earth orbit</td>
</tr>
<tr>
<td>2013</td>
<td>Reconnaissance Orbiter Phoenix Mars Lander Phobos-Grunt/Yinghuo-1 Mars Science Laboratory Mars Atmosphere and Volatile Evolution Mars Orbiter</td>
<td>India</td>
<td>Orbiter</td>
<td>Success</td>
<td>Arrived in 2014; still operating</td>
</tr>
</tbody>
</table>

The InSight (Interior Exploration using Seismic Investigations, Geodesy and Heat Transport) is a NASA Discovery Program mission to place a single geophysical lander on Mars. Its payload is equipped with a seismic sensor and a heat probe. Its main objectives are: the investigation of the size and physical state of the core, and determination of the thickness and structure of the crust and the mantle. Its launch is planned in 2016. Also, in the same year the first of the ExoMars (Exobiology on Mars) missions is designed. This program is to investigate the evidence of methane and other trace atmospheric gases that could be signatures of active biological or geological processes. The 2018 ExoMars mission consists of a European rover and a Russian lander. Its main objective is to search life signs.

In 2016, for the first time in the Martian exploration history, it will be possible to investigate electromagnetic field at the planetary surface, as the ExoMars module and the InSight lander payloads contain such sensors. On the lander of the ExoMars 2016 program, called Schiaparelli, the scientific payload DREAMS (Dust characterization, Risk assessment and Environment Analyzer on the Martian Surface) is equipped with an electric field sensor called MicroARES, which is dedicated to measure atmospheric electricity during few days of entry, descent and landing. This instrument is described in more detail in Chapter 5. The InSight mission includes a magnetometer, which is planned to use as a support for a seismometer in order to reduce magnetic noise.

2.2 Orbital and global parameters

The Martian environment is not a closed system. It has a changeable character and depends on many exogenic and endogenic processes. The most important exogenic factors are related to solar activity.

Mars in many aspects is similar to Earth (Table 3). However, it is located farther from the Sun and receives less energy. The solar constant on Mars is 0.43 of the terrestrial value. Mars and Earth were formed 4.6 Gya from the same matter, gas and dust. Yet, Mars composition is somewhat different from that of Earth. Its average density is 0.71 of the terrestrial density, and its average radius is only 0.53 Earth’s radius. These two factors mean that the mass of Mars is 0.11 the mass of Earth, and the gravitational acceleration is only 0.38 of the mean terrestrial value.

The shape of Mars is a triaxial ellipsoid. Mars rotates and revolves counter-clockwise. A day on Mars lasts 1.03 Earth’s day and is called a sol. A Martian year lasts 1.88 Earth’s year, which
corresponds to 669 sols. Mars has only two small satellites: Phobos (radius ca. 11 km) and Deimos (radius ca. 6 km).

Table 3. Martian and terrestrial parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mars</th>
<th>Earth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance to Sun</td>
<td>1.52 AU</td>
<td>1.00 AU</td>
</tr>
<tr>
<td>Perihelion</td>
<td>1.38 AU</td>
<td>0.98 AU</td>
</tr>
<tr>
<td>Apogee</td>
<td>1.67 AU</td>
<td>1.02 AU</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>0.0935</td>
<td>0.0167</td>
</tr>
<tr>
<td>Obliquity</td>
<td>25.19°</td>
<td>23.44°</td>
</tr>
<tr>
<td>Orbit period</td>
<td>686.98 d</td>
<td>365.26 d</td>
</tr>
<tr>
<td>Length of day</td>
<td>24 h 39 m 35 s</td>
<td>24 h</td>
</tr>
<tr>
<td>Mass</td>
<td>6.417·10²³ kg</td>
<td>5.973·10²⁴ kg</td>
</tr>
<tr>
<td>Mean radius</td>
<td>3390 km</td>
<td>6371 km</td>
</tr>
<tr>
<td>Equatorial radius</td>
<td>3396 km</td>
<td>6378 km</td>
</tr>
<tr>
<td>Polar radius</td>
<td>3376 km</td>
<td>6357 km</td>
</tr>
<tr>
<td>Surface gravity</td>
<td>3.71 m/s²</td>
<td>9.80 m/s²</td>
</tr>
<tr>
<td>Solar irradiance</td>
<td>589 W/m²</td>
<td>1368 W/m²</td>
</tr>
<tr>
<td>Mean density</td>
<td>3933 kg/m³</td>
<td>5514 kg/m³</td>
</tr>
<tr>
<td>Flattening</td>
<td>0.00589</td>
<td>0.00335</td>
</tr>
</tbody>
</table>


The orbital parameters cannot be ignored in the discussion on the Martian environment. They significantly affect atmospheric circulation and cause climate change as presented in the Milankovitch theory [Milankovitch, 1930]. The Mars axis of rotation is inclined to the ecliptic plane, and as a result there are seasons on Mars. The higher the value of the obliquity $\theta$, the greater is the difference in insolation at various latitudes, and greater the difference between summer and winter. Changes in obliquity particularly affect the polar and subpolar regions’ insolation. How this factor is important may be illustrated by the fact that when $\theta$ exceeds 54°, the annual average solar flux is greater in the polar than in the equatorial regions [Carr, 2008]. On Earth, obliquity undergoes cyclical changes lasting about 41,000 years. During this period, it changes in the range between 21.58° and 24.36° [Kozuchowski, 2004]. On Mars, these changes are much greater. It is assumed that in the last 5 million years, they ranged from 15° to 35° [Laskar et al., 2002]. Such significant changes in the axis tilt of Mars are due to weaker interaction
of tidal forces from the Sun and the lack of a suitably massive natural satellite. Currently, the planet is in a transition period from higher to lower values of obliquity [Barlow, 2008]. It is believed that for small $\theta$, Mars has well-developed, massive polar caps in both hemispheres and a thin and transparent atmosphere. For high values of that angle, it is expected that seasonal ice caps are thinner and the planet has dustier atmosphere [Read and Lewis, 2004]. Another significant factor influencing the climate of a planet is the eccentricity of its orbit. In the case of Earth, there is a nearly circular orbit, which changes only slightly in a cycle lasting about 92,000 years [Kozuchowski, 2004]. These changes, between 0.01-0.05, cause a lengthening or shortening of seasons (presently on Earth the spring-summer period in the northern hemisphere is a few days longer than the fall-winter one). Mars has a more elliptical orbit than Earth. Its eccentricity changes within the range from 0 to 0.12 [Laskar et al., 2002], and may even reach 0.15 [Carr, 2008]. The duration of each season on Mars is very uneven with a predominance of tens of days for the spring-summer period in the northern hemisphere [Barlow, 2008]. Another important factor is the precession of the equinox point. Currently, Earth and Mars are at perihelion during the fall-winter period on their northern hemispheres.

On Mars, time during the year is measured using the solar longitude $L_s$, defined as the angle on the planetary orbit between the Mars-Sun position and the vernal equinox point for the northern hemisphere. Spring begins when the solar longitude is $0^\circ$. Next seasons are determined by the equinox and solstices: summer is when $L_s = 90^\circ$, fall for $180^\circ$, and winter for $L_s = 270^\circ$. Mars perihelion is at $L_s = 250^\circ$.

In studies regarding Mars, the aerographic coordinates system is used. The aerographic latitude is defined similarly to the geographic latitude. In this work, the aerographic longitude is measured eastward from the prime meridian, which passes through the region called Meridiani Planum (Figure 8).
Figure 8. The map of Mars.
2.3 Magnetosphere

Magnetic field observations on Mars have been made by Mars 3, Phobos 2, and the Global Mars Surveyor (MGS) mission [Connerney et al., 2001; Brain et al., 2003; Nagy et al., 2004]. New information will be acquired by a magnetometer on board the Mars Atmosphere and Volatile Evolution (MAVEN) orbiter.

The present Mars does not possess an intrinsic magnetic field, although strong crustal magnetization implies that a Martian dynamo existed in the past [Acuna et al., 1999; Connerney et al., 2004], and ceased some 4 Gya [Arkani-Hamed and Olson, 2010]. The nowadays limit for the equatorial field of a Mars dipole is ca. 0.5 nT [Acuna et al., 2001]. For comparison, on Earth, this value is ca. 30 µT [Campbell, 2003].

Solar radiation, by ionization of the neutral atmosphere of Mars, creates a daytime ionosphere. The solar wind is shocked and diverted around it. The interplanetary magnetic field (IMF), carried with the solar wind, is draped around this conducting medium as well and creates an induced magnetosphere (Figure 9) [Nagy et al., 2004; Brain et al., 2007]. This magnetosphere is associated with interactions between the solar wind, frozen-in interplanetary magnetic field, and Martian ionosphere and atmosphere.
In addition, this situation is yet more complicated, as beside the induced magnetosphere, Mars possesses magnetic anomalies related to remanent magnetization of the crust. This magnetic field, which is often stronger than the induced magnetic field, influences the ionosphere and magnetosphere [Withers et al., 2005; Brain et al., 2006] (Figure 10).
Figure 10. The map of crustal magnetic anomalies measured at ~100-200 km altitude. The green line depicts the dichotomy boundary (see point 2.5).

Source: Acuna et al. [1999].

The induced magnetosphere occurs due to solar wind plasma interactions with nonmagnetic celestial bodies. Its existence depends on currents induced within a conductive ionosphere by temporal changes of external magnetic fields in timescales short as compared to the field diffusion into the conductor. The magnetic fields related to these induced currents generally exclude the external field from the conductor, protecting the regions below the ionosphere from the interplanetary magnetic field. The strength of the horizontal induced magnetic field varies in the ionosphere. It is tens of nT on the dayside and only few nT on the nightside [Brain et al., 2003]. The magnetic field morphology on Mars, just like on Venus [Russell and Vaisberg, 1983], Titan [Ness et al., 1982], and comets, is dominated by the draping of the IMF lines around the planet [Luhmann et al., 2004; Nagy et al., 2004]. This produces a bow shock (Figure 9). The obstacle at which the IMF is piled up in front of the ionosphere is called the magnetic pile-up boundary (MPB). Between the bow shock and the magnetic pile-up boundary is placed the magnetosheath. The magnetosheath is characterized by turbulent low-amplitude magnetic fields. An extension of the magnetosheath into the wake, stretching far behind the planet, is a comet-like magnetotail [Luhmann et al., 2004]. The observations of Phobos 2 and MGS showed that the magnetotail of Mars consists of two lobes of sunward and antisunward fields. Beneath the magnetosheath, the magnetic pile-up region (MPR) is located. This region is limited by the topside ionosphere on the dayside, and the magnetotail on the nightside. At the MPB, there is a drop in the magnetic field fluctuations, a sharp increase in the field magnitude, as well as a drastic change.
in ion composition. The solar particles density decreases, commensurate with an increase of planetary ions density [Nagy et al., 2004]. The layer where the pressure of the solar wind is balanced by the thermal pressure of the ionosphere is called the ionopause, which can be locally deformed by the crustal anomalies and in some places can extend outside the MPB [Opgenoorth et al., 2010]. The ionopause is the boundary between the cold planetary plasma and the post-shocked hot solar wind plasma. It is an upper limit of the ionosphere [Nagy et al., 2004; Bougher et al., 2014; Haider and Mahajan, 2014]. Although on Mars this transition is not as sharp as on Venus, in terms of simplicity the word ‘ionopause’ is used in this work. At the subpolar region of Mars, the typical value of the bow shock boundary is ca. 2000 km above the planet. The magnetic pile-up boundary is located ca. 850 km, and the upper boundary of the ionosphere (the ionopause) ca. 400 km above the surface [Mitchell et al., 2001; Duru et al., 2009].

The remanent crustal magnetization influences the induced magnetosphere, resulting in the complex topology of the Martian magnetic environment. This crustal magnetization is not evenly distributed across the planet. The most intensive magnetic regions are located in the southern highlands, with maximum radial fields exceeding 1500 nT, as it was determined from the MGS observations at ca. 100 km altitude. However, in the majority of regions the field is very weak or absent (Figure 10). Over the strong crustal anomalies, magnetic field lines can change from horizontal to vertical and back again. These features are called mini-magnetospheres, and can isolate the ionosphere from the solar wind plasma. They are also related to cusp-like structures, which allow for downward flow of the solar wind and upward flow of the ionospheric plasma [Withers, 2011]. The outermost lines of the crustal magnetic field should be able to reconnect with the IMF lines draped around the mini-magnetospheres. Open field lines connect the Martian surface and the solar wind. Therefore, charged particles can penetrate into the ionosphere resulting in heating and ionization of the neutral atmosphere. In the nighttime ionosphere, patchy structures, which can be similar to the Venusian ionospheric holes, have been found. Neither precipitating electrons nor plasma flow from the dayside ionosphere can repopulate the nightside ionosphere over the intense crustal magnetic field areas, apart from the cusp regions. This means that the ionospheric plasma can be denser outside the mini-magnetospheres than inside them. Mitchell et al., [2001] detected plasma voids at around 400 km on the nightside, over regions of crustal magnetization. Particles accelerating along magnetic field lines, result in auroras, observed on the nightside [Bertaux et al., 2005] at 50-80 km altitudes [Lundin et al., 2006].

The induced magnetic field strength decreases with decreasing altitude, and the magnetic field related to the crustal anomalies decreases with increasing altitude. Commonly the crustal
component of the magnetic field dominates over the induced component at altitudes lower than few hundreds kilometers, although the strongest crustal sources are observed up to 1300–1400 km above the surface [Brain et al., 2003].

Sources of a magnetospheric origin that allow for the subsurface exploration on Mars cannot be identified by any simple and direct analogy with the terrestrial phenomena due to the complex nature of the magnetosphere of Mars. The most probable and continual sources of magnetic origin are probably related to Sq current system and magnetic pulsations [Grimm, 2002; Fillingim et al., 2010]. However, only the latter would be able to generate signals in the ULF-ELF range. Time-varying solar wind perturbations of the mini-magnetospheres, changeable ionospheric currents, and auroras might produce useful signals. However, our insufficient knowledge of electromagnetic processes in the Martian ionosphere and magnetosphere, does not allow precise determination of their properties and possibility of their measurements from the planetary surface.

2.4 Atmosphere

The Martian in situ measurements of atmospheric temperature, pressure, wind velocity, and its direction were conducted by the Viking landers [Seiff and Kirk, 1977], the Mars Pathfinder rover [Schofield et al., 1997], as well as the Mars Curiosity rover [Harri et al., 2014]. The Viking landers measured the atmospheric chemical composition during minimum solar activity.

The atmosphere of Mars is very thin as compared to the terrestrial one and it is composed mainly of CO₂. At altitudes above 200 km, atomic oxygen is predicted to be more abundant than CO₂ [Bougher et al., 1999]. The average pressure at the surface is ca. 636 Pa (6.36 mbar). The pressure changes with altitude and season. At the summit of Olympus Mons, it is 20 times smaller than at the deepest region of Hellas Basin [Carr, 2008]. The season cycle is associated with deposition and sublimation of the polar caps, which leads to changes in the atmospheric pressure up to 20% [Leovy, 2001]. The average temperature in the equatorial regions is ca. -55°C (218 K), but at the poles temperature during the night can drop to −140°C (133 K). Yet in the equatorial regions during the summer, the daily maximum reaches 20°C (293 K). The temperature depends on the latitude, time of year, and thermal inertia, which is closely related to the thermal conductivity of the ground. The wind velocity measured by the Viking Landers near the surface in calm season was few m/s and during dust storms 15-30 m/s. In the past, the atmosphere of Mars might be denser, wetter and also different in terms of composition. A thicker, warmer atmosphere in the
Noachain times (see point 2.5) could allow for the presence of liquid water and rainfall [Barlow, 2008]. The atmosphere due to low gravity, strong solar wind interactions after the cessation of the magnetic dynamo, and heavy bombardment by impactors had been reduced to its present form. The recent MAVEN UV spectrograph data shows Mars losing atmospheric species to space.

The current composition of the Martian atmosphere is presented in Table 4. The concentration of CO$_2$ at the surface is ca. $10^{17}$/cm$^3$. The most interesting trace compound in the atmosphere is methane (CH$_4$). Methane on Mars was observed from Earth [Krasnopolsky et al., 2004], the Martian orbit [Formisano et al., 2004], and finally in situ by the Curiosity rover [Webster et al., 2015]. On Earth, there are two sources of that gas: biological or geological. Its detection in the Mars atmosphere in the concentrations of ca. 10 ppb (on Earth, it is ca. 1800 ppb) was quite unexpected as Martian geological activity is very low (see point 2.5). Yet, these findings on methane on Mars still need to be verified.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Amount [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon Dioxide (CO$_2$)</td>
<td>95.3</td>
</tr>
<tr>
<td>Nitrogen (N$_2$)</td>
<td>2.7</td>
</tr>
<tr>
<td>Argon (Ar)</td>
<td>1.6</td>
</tr>
<tr>
<td>Oxygen (O$_2$)</td>
<td>0.13</td>
</tr>
<tr>
<td>Carbon Monoxide (CO)</td>
<td>0.08</td>
</tr>
<tr>
<td>Water (H$_2$O)</td>
<td>0.02</td>
</tr>
</tbody>
</table>


On the basis of composition, temperature, density and pressure, three layers of the Martian atmosphere have been determined: a lower (troposphere), a middle (mesosphere), and an upper (thermosphere). The scale height of the atmosphere is ca. 11 km [Petrosyan et al., 2011]. During daytime, due to heat exchange with the ground, convection occurs up to about 10 km [Leovy, 2001], wherein at night there is a strong temperature inversion at the surface [Barlow, 2008]. The temperature decreases with altitude up to about 40 km. On Mars, there is no equivalence for the Earth’s stratosphere since ozone (O$_3$) is present solely in small amounts. Its concentration varies spatially and seasonally [Blamont and Chassefiere, 1993]. Larger quantities of ozone have been found only in winter over the poles [Montmessin and Lefèvre, 2013]. From 45 km altitude to 100 km, the mesosphere stretches. Here, the temperature continues to drop with altitude, but at the same time there are large fluctuations in the temperature values associated with processes of
absorption and reemission of radiation by CO₂ molecules. Above the mesopause, at an altitude of 110 km [Barlow, 2008], the thermosphere begins; here the temperature increases with height. The properties of the upper atmosphere depend on solar activity. The ionosphere is located between ca. 100 and 400 km altitude. The exosphere, in which particles escape from the influence of gravitational forces and leave the planet, starts at ca. 250 km [Chassefiere and Leblanc, 2004].

CO₂ affects the warming of the lower atmosphere, as it prevents heat escaping from the planet. Also dust particles, always present in the troposphere, influence its temperature. During daytime, dust lowers the temperature in the troposphere, and increases in the upper part of the atmosphere. During nighttime, in turn, it prevents heat loss from the lower atmosphere [Read and Lewis, 2004]. The dust mass loading is subjected to seasonal fluctuations. The most effective sources of dust in the atmosphere are dust devils and dust storms. Those phenomena are described in detail in points: 2.4.3.4 and 2.4.3.5.

Uneven solar insolation causes global atmospheric circulation. The Martian atmospheric circulation system is very similar to the terrestrial one, with three cells for each hemisphere. Hadley cell circulation generates eastern winds in the equatorial zone (0–30°), and western winds in the mid-latitudes. In addition, there are planetary waves (Rossby waves), propagating to the east, migrating and non-migrating thermal tides, and condensation flows. Non-migrating tides are not related to the solar radiation but to variations in topography, surface thermal inertia, dust activity, and water ice concentrations. They can propagate westward or eastward [Guzewich et al., 2012]. The thermal continents (see point 2.5) affect circulation of the atmosphere, and are especially important for non-migrating thermal tides. The most important atmospheric cyclic phenomena are diurnal migrating thermal tides and seasonal condensation flows. Diurnal variations are associated with insolation. Mars experiences very large fluctuations in the temperature amplitude during a sol. As the atmosphere cannot maintain the solar heat after sunset, temperature drops quickly, leading to large temperature and pressure differences. This results in migrating thermal tides, moving in a westerly direction. They occur mainly in the equatorial regions at altitudes above 75 km [Cahoy et al., 2006; Guzewich et al., 2012]. Seasonal changes are mainly associated with sublimation and deposition of CO₂ and H₂O exchange between the atmosphere, the lithosphere and the hydrosphere (regolith, polar caps ice, and the subsurface cryosphere). In long-time scales the atmospheric circulation is subjected to changes in the orbital parameters, as discussed in point 2.2.
Beside dust storms and dust devils, other cloudy phenomena are observed frequently in the Martian atmosphere (Figure 11). Thin ice clouds can be visible in situ, from the orbit, and even from Earth. Water ice clouds can be found in the evening, at nighttime, in the morning, and above elevated regions such as Olympus Mons or Tharsis [Hinson and Wilson, 2004]. The equatorial clouds are made of water ice and are often orogenic. Clouds over winter poles are built mainly of CO$_2$ [Read and Lewis, 2004]. Clouds usually occur at altitudes of 10-20 km, but CO$_2$ clouds were observed in the mesosphere, even at the altitude about 80 km [Montmessin et al., 2006; 2007]. Although layered clouds, such as Cs, dominate, Cu clouds associated with convection are sometimes observed. Moreover, there are front-like clouds as well as storm systems. The latter, in a form of a spiral structure, often occur near the polar caps, and are partly responsible for the introduction of dust into the atmosphere. Precipitation can occur only in the form of ice.

![Figure 11. Clouds on Mars as seen by the Mars Global Surveyor.](source: NASA/Mars Global Surveyor)

2.4.1 Ionosphere

The ionosphere of Mars was investigated by the Mariner [Kliore et al., 1972], Mars [Vasilev et al., 1975], and Viking missions [Zhang et al., 1990], the Mars Global Surveyor [Rishbeth and Mendillo, 2004; Opgenoorth et al., 2010], the Mars Express [Patzold et al., 2005; Morgan et al., 2008; Gurnett et al., 2008; Nemec et al., 2011; Withers et al., 2012a], and presently is being studied by the MAVEN [Bougher et al., 2014].

The Martian ionosphere is variable, and this variability is related to many different factors, among them solar activity, meteoroid flux, thermal tides in the neutral atmosphere, and dust storms. The
ionosphere is under the influence of the solar wind magnetic field, which varies in time and space, and the crustal magnetic field, which varies in space [Withers, 2011]. It also shows asymmetry. In daytime, solar radiation is the main source of ionization above the 80 km altitude, and below it, GCRs dominate. At night, ionization is weaker, and it is mainly produced by GCR, meteoroids, and precipitation from the tail of the Martian magnetosphere.

Because $F_{10.7}$ (solar flux at 10.7 cm = 2800 MHz) is sampled from the Earth orbit, it is necessary to correct it for Mars. Two corrections are needed: to the relative orbital position, and to the distance from the Sun [Morgan et al., 2008]. The solar flux varies by tens of percent from perihelion to aphelion [Bougher et al., 2014] and is smaller than the terrestrial one by a factor of 2.25. The GCR flux on the Martian orbit can be assumed to be similar to the terrestrial value [Bazilevskaya et al., 2008] and it does not change during a sol.

The electron densities profiles of the Martian ionosphere were obtained by direct measurements, radio occultation method, and radar sounding. The direct profiles were measured by two Viking landers in 1976 [Hanson et al., 1977]. These measurements showed that a peak electron density reaches $10^5$/cm$^3$ and is placed at ca. 125-135 km altitude. The radio occultation method, which is based on sending radio signals (in the GHz frequency range) from a satellite, passing behind the disk of Mars, to Earth, gives good results for altitudes above ca. 70 km. Mariner 4 spacecraft conducted the first experiment of this type in 1964. Because of the geometry of the planetary orbits, occultations are only possible for solar zenith angles $\chi$ between 44 and 136° [Withers et al., 2012a,b]. The radar sounding is associated with the MARSIS (Mars Advanced Radar for Subsurface and Ionosphere Sounding) instrument on Mars Express and SHARAD (SHAllow RADar) on Mars Reconnaissance Orbiter. These instruments transmit radio waves in the MHz range, which are reflected from the ionosphere and planetary surface, and recorded on board. The atmospheric profiles obtained by this method do not reach beyond the main ionospheric layers [Gurnett et al., 2008]. The nightside ionosphere has been measured by fewer instruments and less frequently than the dayside ionosphere; therefore, for this part of the ionosphere the measurement uncertainty is much larger.

The ionosphere is strongly influenced by the chemical composition of the neutral atmosphere. The Viking landers acquired vertical profiles of many species. The most abundant ion in the ionosphere below 300 km is O$_2^+$. It is produced by photoionization of CO$_2$ molecules by solar radiation. This leads to production of CO$_2^+$ ions, which react fast with O, resulting in production of
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CO and O$_2^+$. Slow dissociative recombination of O$_2^+$: $\text{O}_2^+ + \text{e}^- \rightarrow \text{O} + \text{O}$, may explain its abundance [Withers, 2009]. Although this dissociative recombination is slow, due to long dynamical timescales in the main ionospheric region, it is the most important loss process removing ions and electrons.

The photochemical region of the ionosphere is located between 80 and 200 km and the transport region at altitudes >200 km. In the daytime ionosphere (Figure 12), the main ionospheric layer, called the M2 layer, is located at the altitude ca. 120-140 km and produced by EUV radiation (ca. 10-100 nm). Its electron density peak is $10^5$/cm$^3$. Below this layer, at the altitude ca. 100-120 km (20 km below the M2 layer) is located the so-called M1 layer, produced by solar soft X-ray radiation (ca. 1-10 nm) and subsequent electro-impact ionization [Rishbeth and Mendillo, 2004; Withers, 2009]. The M1 and M2 layers can be compared with the E and F1 layers of the terrestrial ionosphere, respectively [Rishbeth and Mendillo, 2004]. Sometimes, it is possible to observe the meteoric layer, called in this work M3, at ca. 85 km altitude with a peak electron density ca. $10^4$/cm$^3$ [Patzold et al., 2005; Molina-Cuberos et al., 2003; Withers, 2011]. There is also a lower layer, called the D layer by comparison to the terrestrial ionosphere. It has a peak electron density $\sim 10^2$/cm$^3$ at ca. 35 km altitude, and it is produced by GCR (1-1000 GeV). The D layer is described in detail in point 2.4.2.

The total electron content (TEC) of the ionosphere is ca. $10^{15}$/m$^2$ for $\chi = 0^\circ$ [Lillis et al., 2010; Withers, 2011] and increases during SEP events [Sheel et al., 2012]. During nighttime, the TEC value was calculated to be $\sim 10^{14}$/m$^2$ [Fillingim et al., 2010]. Below the 115 km altitude, the electron temperature, $T_e$, is equal to the neutral atmosphere temperature [Molina-Cuberos et al., 2002]. It is ca. 200 K at 100 km, and increases to 3000 K at about 250 km [Opgenoorth et al., 2010]. The atmosphere near magnetic anomalies is additionally heated by the solar wind [Krymskii et al., 2002].

Above the M2 layer, the electron density decreases exponentially. In some observations anomalous features are visible above 150 km altitude. They can be described as bulges in the electron density profiles [Withers, 2009] (Figure 12). The explanation of their origin is still undetermined. The top of the ionosphere is not fixed due to solar activity and magnetic anomalies, but it is typically 400 km above the surface [Withers et al., 2012a].
The M2 layer can be described by the Chapman theory the most easily from all the ionospheric layers. The best-fit parameters from (1.62) for the M2 layer are: $n_0 = 1.3 \times 10^5 \text{cm}^{-3}$, $z_0 = 107$ km, and $H = 15.2$ km [Gurnett et al., 2008]. The photochemical lifetime at this altitude is of the order of minutes [Withers, 2011].

The M1 layer is sometimes very well visible in the electron density profiles, and sometimes, it is only a part of the M2 layer. The M1 layer is under greater influence of the SEP events than the M2 layer as they are associated with shorter wavelengths of the solar spectrum. After a solar flare, enhancement in this region is the largest and the longest [Mendillo et al., 2006; Withers, 2011]. Similarly to terrestrial cases, it is observed that during the solar flare the most prominent peak is shifted form the M2 to the M1 region [Lollo et al., 2012].

The region below the M1 layer is affected by many processes not included in the Chapman theory. The presence of the sporadic M3 layer has been predicted by theoretical models [Pesnell and Grabovsky, 2000; Molina-Cuberos et al., 2003] and was observed by Mariner 4 during daytime, and few years later by Mars 4 and Mars 5 during nighttime [Molina-Cuberos et al., 2008]. The Mars Express mission confirmed its existence [Patzold et al., 2005]. Meteoroids, consisting of interplanetary dust and fragments of meteorites, are the source of ionospheric ions of Mg$^+$ and...
Fe" [Molina-Cuberos et al., 2008]. They are produced from neutral metal atoms by the impact ionization, photoionization, and charge exchange with ions. The latter process is responsible for 99% of their production [Molina-Cuberos et al., 2003]. Characteristics of the meteoric layer, such as width or altitude are positively correlated with each other and negatively correlated with solar radiation or the atmosphere scale height [Withers, 2009]. Recent data from a mass spectrometer on the MAVEN orbiter identified metal ions added to the Martian atmosphere by comet C/2013 A1 Siding, which passed close to Mars in October 2014. The detection of eight different metal ions Na, Mg, K, Cr, Mn, Fe, Ni, Zn was conducted. There was similar pattern in the timeline of the detection for all these ions. There was no detection in a period preceding the comet flyby, a sharp peak right away after the flyby, and then a quick return to the previous values [http://lasp.colorado.edu/home/maven]. This layer is expected to be capable of the absorption of radio waves [Nielsen et al., 2007a] as well as the D layer described in the next point.

The nighttime ionosphere (Figure 13) can be defined for χ larger than 105°. It is a place, where space particles are transferred to the atmosphere and planetary volatile species escape to space. In the twilight ionosphere (90° < χ < 105°) during some observations electron densities increase above a predicted from the Chapman theory value, possibly due to irregular structure of the ionosphere, transport from the dayside ionosphere, and precipitating electrons [Gurnett et al., 2008]. Most of the observed profiles are related to the twilight ionosphere, but some information on the nighttime ionosphere has been acquired by Viking Orbiter 1, Mars 4, and Mars 5. The peak altitude is located at ca. 120-150 km with the electron density ca. 5⋅10³/cm³ [Savich and Samovol, 1976; Zhang et al., 1990; Withers et al., 2012b]. The results of theoretical calculations displayed that the M2 layer is present during nighttime at altitudes ~125-140 km and has densities ca. 10³–10⁴/cm³ [Withers et al., 2012b]. The nighttime M2 region cannot be related to a decay of the dayside ionosphere as its time constant, given by 1/αn, (see point 1.2.4) with the recombination coefficient: 2.55⋅10⁻⁷/cm³/s and the electron density ~10⁴/cm³, is ca. 400 s [Haider et al., 2007]. The most important sources of the nighttime ionosphere are cosmic radiation, transport from the daytime ionosphere, and precipitating electrons. The plasma flows across the terminator, however, the nightside ionosphere is not well supplied from the dayside [Nagy et al., 2004] (see point 2.3). On the other hand, due to the complex topology of mini-magnetospheres, it is possible for solar wind electron precipitation to the nighttime hemisphere. The influence of the daytime ionosphere due to plasma transport takes place for χ ≤ 115°, whereas for larger χ electron precipitation from the magnetosphere is a dominant source.
In the work of Withers et al. [2012b], many profiles of the nighttime ionosphere were presented. They are based on the radio occultation technique, and were measured by the Mars Express Radio Science Experiment (MaRS). These results indicate that nightside ionosphere is irregular, variable in time and space. Nightside electron densities are less stable than dayside densities. Several profiles contain a broad, dense layer at 100 km, with a peak density $10^4$/cm$^3$, which can be produced by electron precipitation or SEP events. Several profiles have a potential meteoric layer at altitudes 70-90 km with peak densities from $5\cdot10^3$/cm$^3$ to $10^4$/cm$^3$. This value is smaller than on the dayside. It may be related to data statistics or less efficient mechanisms of ions production on the nightside. The M3 layer as well as the D layer is probably more constant at night than the M2 layer. The peak of the D region during nighttime is assumed to be at the 30 km altitude, with the density ca. $10^2$/cm$^3$ [Haider et al., 2007]. It is described in more detail in point 2.4.2.

Electron density profiles are influenced by dust storms. During Mariner 9 mission, the peak altitude was located 20-30 km higher than usually. It was suggested that this anomalous profile resulted from a regional dust storm taking place at that time. The observed temperatures of the atmosphere were higher than usual, leading to an expansion of the atmosphere. An increase in the density of the upper atmosphere provided more material for photoionization but also reduced EUV radiation in the lower altitudes [Wang and Nielsen, 2003]. The peak altitude in the ionosphere is also influenced by large zonal variations in the atmospheric density generated by
non-migrating thermal tides. Additionally, the migrating thermal tides may drag ionospheric plasma across magnetic field lines, inducing electric fields and currents [Aplin, 2006].

In regions above strong crustal magnetic anomalies, dynamic effects are substantial [Witasse et al., 2008]. High electron temperatures and density peaks were found at the boundaries of mini-magnetospheres and within them [Krymskii et al., 2003; Nielsen et al., 2007b; Withers, 2009]. However, due to still small statistics, these anomalous data may be related to other sources. In the MARSIS observations, some oblique echoes were found, which are probably related to an upward bulge in the ionosphere above regions with the vertical orientation of the magnetic field [Gurnett et al., 2008]. The influence of the remanent magnetic field on the nighttime ionosphere has not been studied because of insufficient data [Withers et al., 2012b]. The difference in the peak density between cusp and void regions may be as large as two orders of magnitude [Fillingim et al., 2010].

The altitude at which the collision frequency is equal to the gyrofrequency is ca. 110 km for electrons, and ca. 160 km for ions. Between these two altitudes the electric dynamo region is located [Fillingim et al., 2010]. Distribution and intensity of perpendicular conductivities in the ionosphere is coupled to the solar wind. Therefore, changes in the IMF have an immediate effect on the current systems in the ionosphere. In the dayside ionosphere, Opgenoorth et al., [2010] indicated that there is a high altitude Pedersen peak, located between 180 and 200 km. In addition, a second and typically much stronger region of Pedersen conductivity is located between 120 and 130 km, which is below the Hall conductivity peak at about 130–140 km. This profile of perpendicular conductivities is similar to those found on Titan, yet stronger. Nonetheless, above Martian magnetic anomalies, the perpendicular conductivities are one or two orders of magnitude smaller than above the rest of the planet. Opgenoorth et al. [2010] concluded that in terms of ionospheric conductivities the ionosphere of Mars, over the regions of strong magnetic anomalies, behaves like terrestrial ionosphere, and in other regions, like Titan’s ionosphere.

The lower layers of the ionosphere are the most important for ELF wave propagation as the main electromagnetic sources in the spherics band are related to the near surface phenomena. Therefore, in the next point the electrical properties of the Martian atmosphere below the main ionospheric layers are described in detail.
2.4.2 Electrical properties of the lower atmosphere

The permittivity of the Martian atmosphere can be assumed as constant and equal to free space permittivity $\varepsilon_0$. As shown in point 1.2.4.2, the conductivity of the atmosphere depends on the electron and ion density, which in turn depends on sources of ionization and sinks of charged particles.

GCR is the main source of ionization below 70 km altitude [Molina-Cuberos et al., 2002]. It is not deflected significantly by the crustal magnetic field [Dartnell et al., 2007]. The GCR flux decreases exponentially with decreasing altitude. However, due to the thin atmosphere, the maximum production rate by GCR is at the surface [Molina-Cuberos et al., 2002]. The seasonal variations in the atmospheric density lead to modifications in the GCR penetration [Aplin, 2006]. Since there is no ozonosphere also a significant fraction of UV solar photons reaches the planetary surface. The ionization related to solar Lyman $\alpha$ is not efficient in the ionosphere of Mars due to low density of NO [Haider et al., 2009]. As photons of energy greater that 6 eV are absorbed in the upper atmosphere, photoelectrons are produced only by lower energy solar photons. Such photons are unable to ionize any gaseous medium, yet when their energy is greater than 4 eV, they generate photoelectron emission from solid materials at the ground and aerosols in the atmosphere [Grard, 1995].

The atmosphere electricity, beside the solar and cosmic radiation, is additionally influenced by the planetary boundary layer. The thickness of the PBL on Mars displays a diurnal variation. It is typically 10 km thick during daytime, and very shallow during nighttime [Petrosyan et al., 2011]. Exogenic sources are almost entirely responsible for ionization in the PBL [see Hassler et al., 2014] as the Martian basaltic crust is characterized by smaller amount of radon, thorium or uranium [Surkov et al., 1980] and the surface density of the Martian atmosphere is 70 times smaller than on Earth. The PBL impact on the atmospheric conductivity is related especially to aerosols, generated by dusty phenomena as well as meteoroid fluxes. Michael et al. [2007] showed that concentration of charged aerosols in the Martian atmosphere decreases with increasing altitude, and in addition, at lower altitudes aerosols have larger charges. More than 80% of neutral aerosols are charged close to the surface. Michael et al. [2008] stated that more than 60% of ions and 95% of electrons get attached to aerosols near the ground, which makes them almost immobile.
2.4.2.1 Electron densities

As there are no electron density measurements for altitudes below 70 km, only some theoretical predictions are possible. The first models of ionization in the lower atmosphere were presented in the work of Whitten et al. [1971]. Later, Molina-Cuberos et al. [2001, 2002] developed an ion-neutral model on the basis of more exact atmospheric composition, obtained from the Viking landers and Mars Pathfinder rover data. The results indicate that negative ions below 30 km are more abundant than electrons. The maximum ion concentration occurs at the surface. Electrons dominate above ca. 40 km. The most abundant positive ions below 60 km are hydrated hydronium ions $H_3O^+(H_2O)_n$, where $n$ varies from 1 to 4, and above this altitude are $O_2^+$ ions. The most abundant negative ion was found to be $CO_3^-(H_2O)_2$. For the nighttime ionosphere ($\chi = 105^\circ$), Haider et al. [2007] obtained similar to the dayside ionosphere values. The hydrated hydronium ions dominate below 60 km, while $O_2^+$ and $NO^+$ above this altitude. The most abundant negative ions, below 40 km, is $CO_3^-(H_2O)_n$ for $n = 1,2$, and above this altitude electrons are dominant. The most recent publications by Haider et al. [2009] and Sheel et al. [2012] confirmed the results obtained previously. In the latter work, the authors also showed that electron densities below the 100 km altitude can be enhanced up to 2 orders of magnitude due to SEP events. The density profiles of electrons and ions under the normal conditions in the dayside atmosphere are presented in Figure 14.
Figure 14. The density profiles of major ions, and electrons in the Martian lower dayside atmosphere.

On the basis of Molina-Cuberos et al. [2002] (solid line), Haider et al. [2009] (dashed line).

Ions are three orders of magnitude less mobile than electrons [Michael et al., 2008]. As a result, widespread electrons control the conductivity of the Martian atmosphere though close to the surface, where the concentration of electrons is more than two orders of magnitude lesser, the conductivity depends also on ions [Molina-Cuberos et al., 2002; Aplin, 2006; Molina-Cuberos et al., 2006; Michael et al., 2008]. As water clusters are the most abundant ions in the lower atmosphere, the concentration of these species depends on the amount of water vapor, which varies during the Martian year [Molina-Cuberos et al., 2002] and dust activity.

Whitten et al. [1971] found that the D layer is located ca. 25-35 km above the Martian surface and has a density approaching $10^3$ cm$^{-3}$. Molina-Cuberos et al. [2002] calculated that this peak is at the 35 km altitude and has smaller density, ca. $10^2$ cm$^{-3}$. Recently, Haider et al. [2008] determined its density as ca. $0.5 \cdot 10^2$ cm$^{-3}$. This is a permanent layer (Figure 14), distinct especially at night [Whitten et al., 1971; Haider et al., 2010]. It was probably observed, using the occultation method, during Mars 4 and 5 missions, for $\chi = 127^\circ$ and 106$^\circ$, respectively, [Savich and Samovol, 1976; Haider et al., 2010]. These observations, however, were not very accurate for these altitudes. In the work of Haider et al. [2008], the authors calculated that the D layer altitude changes during the year. It is 30 km in summer, and 25 km in winter. Also in winter its
concentrations are lower. In addition, during dust storms a hole in the bottom of the D region may occur [Haider et al., 2010].

2.4.2.2 Conductivity profiles

The conductivity of the Martian lower atmosphere varies spatially and temporally. The most significant is the diurnal variation related to solar radiation. Seasonal oscillations of the daytime ionosphere are related to solar flux variations, due to changes in the distance to the Sun. Other factors are related to solar activity, as during its maximum GCR flux is limited, and SEP flux is enhanced. The conductivity depends also on aerosol concentration, surface morphology, and magnetic anomalies.

Since the average Martian atmospheric pressure at the planetary surface (ca. 7 mb) is similar to this in the terrestrial stratosphere, it is commonly assumed that the Martian atmospheric conductivity at the ground level should be equivalent to that in the terrestrial stratosphere (ca. $10^{-11}$ S/m) [Berthelier et al., 2000]. This assumption has been confirmed by numerical calculations [Michael et al., 2008]. Therefore, on Mars at the ground level, the atmospheric conductivity is 2-3 magnitudes larger than on Earth.

The conductivity profiles of the nighttime and daytime lower atmosphere proposed in literature are based on electron densities and collisions frequencies data [Sukhorukov, 1991; Pechony and Price, 2004]. More recently those profiles were developed, taking into consideration ion and aerosol concentrations [Michael et al., 2007; 2008], influence of high ($F_{10.7} = 166$) and low ($F_{10.7} = 69$) solar activity, and precipitation of meteoroids [Molina-Cuberos et al., 2006]. At the 80 km altitude, the atmospheric conductivity reaches ca. $10^{-5}$ S/m during daytime, and $10^{-7}$ S/m during nighttime (Figure 15).

The distance between the surface and the ionosphere is not constant. It is substantially reduced for the Tharsis region and Olympus Mons (see point 2.5), influencing a local conductivity profile [Aplin, 2006]. Aerosols existing in the atmosphere reduce conductivity about a factor of 2 [Michael et al., 2008], however that effect becomes negligible above 50 km altitude. During dust storms, the conductivity is reduced by 2 orders of magnitude [Michael and Tripathi, 2008].
As seen in Figure 15, the independently obtained conductivity profiles by Pechony and Price [2004] and Molina-Cuberos et al. [2006] are similar. Due to these small differences and in order to compare results with those obtained from previously analytical modeling, the conductivity profiles calculated by Pechony and Price [2004] are employed in this work. These profiles were established on the basis of electron density and electron collision frequency data given by Cummer and Farrell [1999] (Figure 16). The electron-neutral collision frequency was calculated from the theory of Banks and Kockarts [1973] and the electro-CO$_2$ cross-section was taken from Hake and Phelps [1967]. The atmospheric pressure and temperature were used from the Viking Landers data [MacElroy et al., 1977]. The conductivity profiles below 80 km were calculated on the basis of Whitten et al. [1971]. Above 110 km by Zhang et al. [1990] and Hanson et al. [1977] for nighttime and daytime, respectively.
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Figure 16. Profiles of electron collision frequency (solid line) and electron density (dashed lines) on Mars.

On the basis of Cummer and Farrell [1999].

On the basis of these conductivity profiles, the atmospheric resistance, $R_A$, can be calculated from (1.48a). It is $\sim 10 \, \Omega$, a much smaller value than the terrestrial atmosphere resistance ($\sim 250 \, \Omega$). Due to this high value, the electric relaxation time at the surface, given by (1.49), is ca. 0.1 min. The characteristic time of discharging of the Martian electric circuit is therefore 400 times shorter than on Earth and more frequent sources are required to maintain the circuit.

2.4.3 ELF sources in the atmosphere

It is possible that some natural EM sources of the magnetospheric or atmospheric origin exist on Mars and can be employed to investigate the subsurface of the planet. The magnetospheric group is related most probably with magnetic pulsations, and transient magnetic variations, described in point 2.3, whereas the atmospheric group to electrical discharges, which are presented in this point.

Fossils informed us that lightning activity on Earth has existed for at least 250 million years. Its abundance and longevity suggests that it might have played a significant role in the origin of life [Rakov and Uman, 2006; Harrison et al., 2008; Yair et al., 2012]. Remote observations have
allowed for detection of lightning activity on Jupiter, Saturn, and probably Venus. Uranus and Neptune yielded possible signals of lightning discharges as well. Electricity in the Solar System can also be related to charging of planetary rings, volcanism on Io, and charges carried by asteroids [Harrison et al., 2008].

Electrical discharges are transient events that take place when electric field reaches the breakdown value. The energy gained by electrons in this field becomes larger than the energy threshold for ionization. The medium is ionized, and current can flow, neutralizing the field. The return stroke current may be given by [Jones, 1970; Cummer and Farrell, 1999]:

\[ I(t) = I_0(e^{-t/\tau_\alpha} - e^{-t/\tau_\beta}) \]

where: \( I_0, \tau_\alpha \), and \( \tau_\beta \) are constants. For discharges similar to terrestrial ones, we may assume: \( I_0 \sim 20 \text{ kA}, \tau_\alpha \sim 50 \mu\text{s}, \) and \( \tau_\beta \sim 5 \mu\text{s} \) [Cummer and Farrell, 1999; Rakov and Uman, 2006], implying that the stroke duration, \( \tau = \tau_\alpha - \tau_\beta \) is ca. 45 \( \mu\text{s} \). Radio emission is produced in broad spectrum, peaking at about \( 1/\tau \), i.e. in the VLF range [Zarka et al., 2008].

For comparative purposes, we can assume that on Mars, there are vertical electric discharges characterized by the current given by (2.1). A waveform related to such an electric discharge is presented in Figure 17. This source generates a peak current ca. 14 kA. The charge transported by the discharge, \( q_c \), can be obtained by integrating (2.1):

\[ q_c = \int_0^\infty I(t)dt = I_0(\tau_\alpha - \tau_\beta) = I_0\tau \]

and it is 0.9 C.

I assumed that the current propagates similar as on Earth with exponentially decreasing velocity \( v \), given by [Cummer, 1997]:

\[ v(t) = v_0e^{-t/\tau_g} \]

where: \( \tau_g \sim 33 \mu\text{s} \), and \( v_0 = 8 \cdot 10^7 \text{ m/s} \) [Cummer, 1997]. Therefore, the total length of the discharge channel is:

\[ \ell_0 = \int_0^\infty v(t)dt \]

which gives \( \ell_0 = 2.6 \text{ km} \), and the channel length can be given by:

\[ \ell(t) = \ell_0(1 - e^{-t/\tau_g}) \]
The current moment $s(t)$, can be calculated using (2.1) and (2.2):

$$s(t) = I(t)/I_0 = e^{-t/\tau_\alpha} - e^{-t/\tau_\beta} \left(1 - e^{-t/\tau_\gamma}\right).$$  \hspace{1cm} (2.3)

By the Fourier transform of (2.3), we get the spectral source current moment $s(f)$. For low frequencies (below 3 kHz), the spectrum is almost flat and equals to the electric dipole moment (charge moment) of the return stroke, which can be defined as [Kulak et al., 2010]:

$$\mathcal{p} = \int_0^\infty s(t)dt = I_0 t_0 \left(\tau_\alpha - \tau_\beta - \frac{\tau_\alpha \tau_\gamma}{\tau_\alpha + \tau_\gamma} + \frac{\tau_\beta \tau_\gamma}{\tau_\beta + \tau_\gamma}\right).$$  \hspace{1cm} (2.4)

This means that the return stroke can be described in the ELF range as a very short impulse of amplitude given by (2.4). Using (2.4), we get that the studied discharge is characterized by a charge moment: ca. 1 C·km. Since ELF propagation is a linear problem, the obtained values could be rescaled easily for other sources [Cummer and Farrell, 1999]. On Earth, a typical discharge has a charge moment ca. 6.2 C·km [Kulak et al., 2010].

The electric field value necessary for the electric breakdown depends on the atmospheric pressure and composition and can be described using Paschen’s law [Raizer, 1991]:

$$E_{br} = \frac{\tilde{B}p}{G + \ln(pd)},$$  \hspace{1cm} (2.5)
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where: $\bar{G} = \ln(\tilde{A}/\ln(1/\tilde{\gamma} + 1))$, $\tilde{A}$ and $\bar{G}$ are constants, depending on the composition, $\tilde{\gamma}$ is the Townsend ionization coefficient, $p$ is the atmospheric pressure, and $d$ is the distance between charges.

On Mars, due to low atmospheric pressure, the electric breakdown (for $d = 1$ m) is ca. 20-25 kV/m, whereas on Earth, it is ca. 3 MV/m at sea level, and in clouds can be less than $5 \cdot 10^2$ kV/m [Melnik and Parrot, 1998]. Energetic electrons, which trigger the breakdown process are generated by cosmic radiation, but on Mars they can also be related to additional sources, such as: solar energetic particles. Since energetic electrons can penetrate to low altitudes, e.g. within magnetic cusps, they may interact with aloft dust and generate also secondary electrons [Pavlu et al., 2014].

Electrical discharges in the Martian atmosphere are not associated with $Cb$ clouds as they do not occur on Mars. However, many theoretical and experimental studies indicate that the most widespread cloudy phenomena, dust storms and dust devils, can generate electrical discharges, and they are assumed to be sources of ELF radiation on Mars [Farrell and Desch, 2001; Krauss et al., 2006; Zhai et al., 2006]. Nonetheless, there is no strong evidence of such electric activity [Ruf et al., 2009; Gurnett et al. 2010; Anderson et al., 2012].

2.4.3.1 Martian dust

Dust has significant impact on the global Martian atmospheric structure and circulation. Energetic electrons produced by wind-blown sand are responsible for generation of hydrogen peroxide [Atreya et al., 2006], a strong oxidant hostile to life, and dissociation of methane [Farrell et al., 2006]. Martian dust particles are 1-2.5 μm in diameter, and their size can vary with altitude [Clancy et al., 2003]. Dust can acquire electrostatic charges, which is manifested by dust-covered wheels and solar panels of the rovers and landers [Ferguson et al., 1999]. Dust also has strong magnetic properties, which were measured by magnet arrays onboard the in situ missions, such as Viking, Pathfinder or Mars Exploration Rovers (MER) [Hviid et al., 1997; Goetz et al., 2008]. As there is always huge amount of suspended dust in the atmosphere, the Martian sky is pink in color. Some observations indicate presence of two temporal dusty layers, located ca. 20-30 km and ca. 45-65 km above the surface [Guzewich et al., 2013].
The omnipresence of dust in the atmosphere cannot be explained easily. Under the Martian gravity and atmospheric density, the most susceptible to move by wind are not dust grains but sand grains, which are ca. 120 microns in diameter [Greeley and Iversen, 1985]. Dust grains are more difficult to be lifted off, mainly due to strong interparticle forces. The threshold wind velocity near the surface necessary to set such grains in motion is ca. 200 m/s, which is unrealistic. Therefore, a mechanism, which allows carrying them into the atmosphere, must be related to other phenomena. The most probable ones are saltation and dust devils.

Saltation is a primary mode of aeolian transport. In this mode particles are lifted off the ground and accelerated downwind. During transport they collide with the surface, ejecting new grains into the atmosphere. On Mars, saltation, due to lower atmospheric density and gravity, is characterized by longer and higher trajectories. Their height may be up to 10 m and their length up to 100 m, whereas on Earth, it is 1 m and 10 m, respectively [Almeida et al., 2008]. As the velocity of saltating grains on Mars is higher than on Earth, their impact on smaller grains can be more important.

Dust devils are thermally driven vortices. They are associated with high-speed winds and low pressures, which facilitate dust lifting from the surface. Their role can be very significant. Since global dust storms take place every few years and dust deposition rate is much shorter, frequent dust devils are probably responsible for the existence of constant dust haze in the Martian atmosphere [Basu et al., 2004].

2.4.3.2 Charging mechanism

There are three processes that can be related to charging of dust and sand grains: triboelectricity, fracto-emission, and photoemission. All of those processes are present on Mars and the former is the most important. Triboelectricity (“tribo” from gr. ‘to rub’) is a transient contact electrification process that occurs between similar as well as dissimilar materials. Materials have been arranged into triboelectric series based upon their tendency to become charged and the polarity of charging. Particle-particle electrical interactions depend on many factors, such as: composition, size, roughness of particles, coatings, collision frequency, and contact time between colliding grains. Triboelectric potential is related to a surface workfunction, which measures the ability of a surface to retain free electrons. Materials with a low workfunction have a positive charge [Yair, 2008]. In laboratory tests, bigger grains become more often positively charged, whereas the smaller ones tend to be charged negatively [Stow, 1969; Ette 1971]. This is also true for a Martian
regolith simulant called JSC-Mars-1 (see point 2.5) [Forward et al., 2009]. Triboelectric charging does not occur when materials are characterized by unimodal size distribution. Charge transfer during collisions depends on the pre-collision charges, radii of particles, and difference in contact potential [Desch and Cuzzi, 2000; Kok and Renno, 2008]. It has been experimentally measured that charges of up to $\pm 52 \cdot 10^4$ e are associated with a single Martian regolith simulant (JSC-Mars-1) particle [Sickafoose et al., 2001], and effective workfunction of this material is 5.6 eV [Yair, 2008].

Fracto-emission is related to separation of charges due to the fracture of material. Fracto-emission plays an important role in the generation of charged materials during fragmentation of volcanic ejecta, and therefore in volcanic lightning activity [Gilbert et al., 1991]. On Mars, it can be of some importance, especially in polar regions, where dust storm particles collide with ice particles, and collision-based processes can play a more significant role [Yair et al., 2008].

Photoemission is related to emission of free electrons from a material surface due to external radiation of energy higher than the material workfunction (see point 2.4.2). Photoemission charging of a JSC-Mars-1 simulant is much lower than the triboelectric charging [Sickafoose et al., 2001].

Many experimental and theoretical works have studied occurrence of electric discharges and generation of electric fields on Mars due to triboelectricity of dust-sand material. In an idealized model, charge generation in dusty phenomena is related to triboelectricity among saltating sand particles and the ground, and between sand particles and dust particles. During a dust phenomenon smaller particles, negatively charged, are carried by wind to higher altitudes, whereas heavier grains are concentrated near the ground. This leads to charge separation.

Eden and Vonnegut [1973] observed sparks and glow discharges from agitated dry sand in a glass flask. In the similar study, Mills [1977] also observed such phenomena. Krauss et al. [2006] conducted analogous research using a glass tube, a JSC-Mars-1 simulant, and glass micro-balloons. High intensive discharges were much less common than smaller ones. The number of discharges increased with decreasing pressure, and it was concluded that a large number of collisions is necessary to build up a significant amount of charge. On the other hand, the study by Aplin et al. [2012] displayed that electrical discharges occurred only if glass micro-balloons were added into sand particles. Therefore, the Martian simulant may not generate discharges, and the previous studies may be irrelevant as the glass containers, in which the experiments were conducted, affected the observed results by wall-dust interactions.
2.4.3.3 Electric field generation in saltation

Some measurements showed that the height of saltating trajectories does not change as wind speed increases [Greeley et al., 1996]. This can be explained by a numerical model of Kok and Renno [2008]. The saltation layer is electrically active. Having included electric forces into the model, the authors found two effects. The saltation height does not increase linearly with wind friction velocity and can be constant along some values of shear velocity. In addition, electric forces facilitate lifting off particles from the surface, which results in a higher particle flux. The authors indicated that electric fields increase sharply towards the surface, as there is more particles, and with increasing wind velocity.

Experimental studies on Earth showed that electrification in saltation increases with wind velocity, as well as depends on grain size, and water content. When small amounts of water were added to a sand sample, the electrical field increased [Qu et al., 2004]. On the contrary, large amount of water (over 2%) reduced these values, probably because the particles became less mobile. Electricity caused by fine sand is larger than that of coarse sand by 1-2 orders of magnitude [Qu et al., 2004; Zhang et al., 2004]. Schmidt et al. [1998] found that the trajectories of positive and negative charged particles were, respectively, 163% and 57% longer than the trajectories of particles without charge. They also found that strong upward-pointing electric fields, even up to many tens of kilovolts per meter, are related to saltating grains. Wind tunnels simulations have indicated similar values [Qu et al., 2004; Zhang et al., 2004]. Measurements indicated that electric fields above ~80kV/m reduce the threshold friction velocity necessary to lift sand grains by wind, resulting in doubling the flux of sand particles [Kok and Renno, 2006].

The electric breakdown increases with decreasing distance between electrodes (see (2.5)). In saltation, this distance is ca. 30 cm, which leads to a higher value [Kok and Renno, 2009]. In addition, in saltation, electric fields exceeding 5 kV/m accelerate free electrons to energies sufficient to ionize CO$_2$ molecules [Delory et al., 2006]. The increase in ion and electron concentrations enhances the atmospheric conductivity, neutralizing the charges and limiting further increase in the electric field. This negative feedback limits the electric field to 15-20 kV/m and rules out the initiation of electric discharges [Kok and Renno, 2009]. Yet these findings do not limit discharges in dust devils and dust storms, where electric discharges are associated not solely with saltation but also suspension, and in which charge separation is not limited to small distances.
2.4.3.4 Electric field generation in dust storms

Processes leading to initiate a dust storm on Mars are various, complex, and still not fully understood although such phenomena occur every day. Only in 1999, from March 9 to December 31, were observed 783 dust storms. The majority of them, 771, were local events (area > $10^2 \text{ km}^2$), and 12 were of regional scale (area > $1.6 \cdot 10^6 \text{ km}^2$). Statistically, the dust storm occurrence rate during that time was 2-3 per sol [Cantor et al., 2001]. Over the period from 1999 to 2011, 65 large storms were identified. Two of them, in 2001 and 2007, were global, planet-encircling events (Figure 18), and the rest of them were regional in scale, with only a few slightly smaller [Wang and Richardson, 2013]. Martian dust storms form especially in two periods, for solar areocentric longitudes (Ls) from $150^\circ$ to $270^\circ$ and from $300^\circ$ to $360^\circ$. On the basis of ground-based telescopic data, which have been acquiring over more than 100 years, it is possible to establish that global dust storms occur every few years [Martin and Zurek, 1993]. Local storms last a day, regional several days, global many weeks. Large dust storms most frequently originate in Acidalia. The second most popular region is Utopia, however initiation of large storms is 3 times less frequent there. Other areas are Arcadia and Hellas, Syria-Solis, Cimmeria-Sirenum, Chryse, Argyre, Noachis, Margaritifier, and the southern edge of Arabia. The 2001 global storm resulted from merging of several dust storms, originated in Hellas and Syria-Solis, whereas the 2007 dust storm, of somewhat tentative Chryse origin, grew between Hellas and Noachis [Wang and Richardson, 2013]. During the 2001 planet-encircling event, it was found that atmospheric dust was lofted to altitudes as high as 80 km [Clancy et al., 2010]. Also, the polar caps zones are areas where many small dust storms initiate. Wind velocity associated with large dust storms was measured during Vikings’ missions. The Viking Lander 1 (VL1) experienced gusts of wind ca. 26 m/s at 1.6-m altitude during the arrival of two global dust storms in 1977. The MGS observations acquired between 1997 and 2001 revealed that several local-scale dust storms reoccur annually at nearly the same locations and the same time of year [Cantor et al., 2002].
Martian environment

Figure 18. 2001 global dust storm on Mars. The image on the left shows a situation prior to the global storm, on the right during planet-encircling storm.

Source: JPL/NASA/STScI.

As there are no measurements on Mars, we can only approximate the electric activity from dust storms and dust devils on the basis of studied cases in the terrestrial environment. Several works have been conducted especially in Africa, Asia, and North America [Stow, 1969; Kamra 1972; Williams et al., 2008; Zhang et al., 2004]. Stow [1969] observed upward-pointing electric fields up to 200 kV/m at the ground level during dust storms in the Sahara desert. In work of Zhang et al. [2004], the authors observed sand storms in China at the Tengeli desert area. During fine weather the observed electric field was of positive values, increased with altitude, and weakly depended on wind speed. The maximum value 5 kV/m was observed at 16 m altitude. During sandstorm, however, the fields varied with wind speed, transportation rate, and electric conditions preceding the storm. When the wind speed was larger than 9 m/s, the electric field was at all heights negative. During slower winds positive and negative fields were observed. The maximum value of the field -200 kV/m was observed at 16 m. Also over West Africa, in the Sahel region, violent dust storms called ‘haboobs’ were investigated. They were found as highly electrified. Electrification was the strongest during large mass loading. The magnitude of the field perturbation related to those gust fronts was up to 10 kV/m [Williams et al., 2008].
2.4.3.5 Electric field generation in dust devils

Martian dust devils are larger and more frequent than those observed on Earth. They can reach more than 10 km in height and a kilometer in diameter (Figure 19). Terrestrial ones are not higher than 2.5 km and not wider than 150 m [Fisher et al., 2005; Cantor et al., 2006; Greeley et al., 2006]. On Mars, they were firstly identified from the Viking Orbiter images [Thomas and Gierasch, 1985]. As calculated from in situ observations in Gusev Crater, such phenomena have a typical lifetime of several minutes, with a mean value ca. 170 s. Dust devils do not play a major role in the initiation of major storms. However, they are important in the Martian dust cycle. Throughout the Mars Pathfinder (MPF) mission atmospheric opacity was increasing despite the fact that there was no global dust storm. Calculations made by Ferri et al. [2003] showed that dust devils can produce dust flux an order of magnitude larger than mean deposition rate observed by the MPF. The dust devils registered in the MPF images were interpreted to be tens of meter wide, and hundreds of meters tall. The wind speed about 5 m/s was responsible for the development of those structures [Schofield et al., 1997; Metzger et al., 1999]. Dust devils are present in all latitudes and elevations. The images acquired during the MGS mission from 1997 to 2006 showed that northern Amazonis Planitia between 14:00 and 15:00 local solar time (LST) is the most active dust devil region in terms of occurrence, frequency, and size. Dust devils tend to arise during local spring and summer, with a peak in midsummer. The largest dust devils, aside from Amazonis, occur also in Syria-Claritas or Meridiani [Cantor et al., 2006] often in large groups [Fisher et al., 2005]. Dust devil tracks give us additional information on these phenomena. These linear structures can be easily recognized in images. They are of various lengths and typically tens of meters across. In situ observations of dust devils have also been conducted. The Spirit rover, in Gusev Crater, imaged 533 dust devils in 270 sols during a spring-summer season. They occurred from 09:30 to 16:30 LST, with the maximum around 13:00 hours [Greeley et al., 2006]. In the Martian arctic, dust devils were captured by the Phoenix mission instruments. During the 151-sol mission, 502 vortices, with a peak around noon, were observed in pressure data [Ellehoj et al., 2010]. The VL instruments measured wind velocity exceeding 25 m/s during dust devils passages. Three vortices were assumed to have produced gusts of 36-44 m/s. These values correspond to a strong gale on Earth, though as the Martian atmospheric density is ca. 60 times smaller than the terrestrial atmosphere density, such phenomena have 10 times weaker wind influence [Read and Lewis, 2004].
The evidence for electrification of dust devils is various and related to experiments, computer simulations, and analytical studies. The electric and magnetic observation on Earth indicate that with dust devils are related: quasi-static DC electric fields of the order of 1-100 kV/m, [Freier, 1960; Crozier, 1964; Farrell et al., 2004; Renno et al., 2004; Zhai et al., 2006], AC currents [Houser et al., 2003], and ELF emission.

Studies of Freier [1960] and Crozier [1964] showed that in a dust devil negative charges are located above positive ones. Charge concentration in terrestrial dust devils is $\sim 10^6$ e/cm$^3$. Such values are comparable to the charge particle density in the F region of the ionosphere [Farrell and Desch, 2001]. In the work of Houser et al. [2003], the authors measured static discharges in the range 30-300 Hz, when a magnetic sensor was immersed within a 10-m wide, and hundred-meter tall structure. They observed also continuous ELF emission (with a peak at ca. 10 Hz) during its approaching and receding. They proposed that this continuous radiation is related to cyclonic motion of charge dust particles within the dust devil. Such motion leads to forming a solenoid-type structure, which evolution results in the magnetic field changes. The similar results were found during the major experiment of the MATADOR (Martian ATmosphere And Dust in the Optical and Radio) program [Farrell et al., 2004]. The MATADOR program studied the electromagnetic nature of dust devils in Nevada and Arizona. In an observed dust devil, the
electric field measurement exceeded -4.3 kV/m and saturated the field mill, used in the investigation. The fair weather electric field measured during that time indicated 70 V/m. In addition, ELF detection correlated with DC detection. The magnetic emission in the ELF range, measured when the dust devil was active, was 100 times stronger than the background level [Farrell et al., 2004].

Such high values of the electric field in dust devils have also been obtained from simulations. Renno et al. [2004] found that in a 7 m wide dust devil, the electric field exceeds 10 kV/m. Zhai et al. [2006] simulated a dust devil with the diameter of 10 m, and 100 m high. In this structure, the maximum electric field of 150 kV/m was reached after 10 min.

Melnik and Parrot [1998] developed a 2D numerical model, which indicated that Martian dust devils are capable of generating discharges, when there was sufficiently high dust particle density, and wind velocity. Their results showed that the electric fields associated with these events can reach the atmospheric breakdown level.

In the work of Farrell et al. [2003], the analytical method was employed. It was indicated that Martian dust devils, due to higher atmospheric conductivity, do not reach the same values of electric field as terrestrial ones. However, they found that the electric fields quickly rise to the breakdown level for some specific triboelectric potential of smaller and larger grains. More robust model was presented by Farrell et al. [2006]. In this work, the authors included not only electrostatic modeling and charge exchange between particles, but also fluid dynamics. This allowed establishing the relationship between wind velocity, particle flux, and electric field generation. The model did not employ saturation mechanisms, such as corona effect or grains separation. In this model, the electric field increased linearly with wind velocity. The field grew exponentially and reached the breakdown level in about 15 s after initiation of vertical winds. In addition, the electric field decreased sharply as the grain radii became comparable.

2.4.3.6 Global atmospheric electric circuit

If there is a global circuit on Mars, its current will flow in the opposite direction than on Earth, due to the character of the sources (Figure 20). Farrell and Desch [2001] presented a simplified model in which current from a single small dust was ~1 A. For a small dust devil of 1 km height, current was assumed to be only 2 μA. In contrast, current from a regional storm was established to be very large, of the order of $10^5$ A, but distributed over the 500x500 km system. As one large dust
storm may exist, along with numerous smaller storms, during storm season, the electric field in the fair-weather regions was estimated to be 475 V/m. During quiescent season, dust devils were believed to be most significant in the process. The anticipated total electric field in fair-weather regions related to them was calculated to be about 0.1 V/m. The authors, therefore, proposed two different seasons with a $10^3$ variation in the Martian electric field value, much greater than that on Earth, which varies by a factor of ~2 [Farrell and Desch, 2001].

![Figure 20. Martian global electric circuit. The dashed line indicates the ionosphere boundary.](image)

If a global circuit exists on Mars, it might display a “Carnegie” curve variations [Aplin, 2006]. A morning peak could result from dust storms in the Utopia and Hellas regions at 60-120°E, and an afternoon peak would start around 13:00 at 0°E as dust storms occur most frequently in regions at ca. 300°E, and the maximum of dust devil activity is at about 13:00 LST. This peak is supposed to extend till late evening owing to relatively high dust storm activity in regions between 200 and 300°E. The curve minimum could occur during nighttime at 0°E as there is small number of dust storms in the longitudinal range 150°-200°E and no dust devil activity during night. Due to seasonal changes of the sources, the curve is expected to vary during the year.
2.4.3.7 Radio emission from the Martian sources

Emission associated with the Martian EM sources should be different from that observed in the terrestrial environment, and their changeable character should lead to diurnal and seasonal variations in ELF field.

In the work of Farrell et al. [1999], two different types of radio emission from dusty phenomena on Mars were speculated. The first, with a peak in the VLF range, was associated with charge separation within a cloud. The second, with a peak in the high frequency range (HF, 3-30 MHz), was assumed to be generated by short glow discharges as microscopic charges from grains are removed to the air. Such phenomena will take place only if the time rate of tribocharging is faster than the local charge relaxation determined by the atmospheric conductivity [Desch and Cuzzi, 2000].

The calculations and observations made by Renno et al. [2003], based on the suggestion that HF radio emission could be generated by glow discharges [Farrell et al., 1999], led to possible detection of such events on Mars in the microwave range. Renno et al. [2003] concluded that ground-based radio observations, at 22 GHz with the Very Large Array (VLA) telescope, made in 1995, displayed a correlation between high microwave emission and dust devil activity. The highest discrepancy between the observations of the microwave emission and the modeled values was found to be between 12:00 and 16:00 LST, in the period of the dust devil activity peak. In 2006, Ruf et al. [2009] conducted some observation also in the microwave range using a 34 m parabolic antenna of the Deep Space Network. They observed unusual pattern of radiation, emitted in minutes-long bursts, when a regional dust storm was present on Mars. They also observed ELF peaks at approximately 10 Hz, which were explained as detection of Schumann resonance induced by discharges within the dust storm [Ondraskova et al., 2008]. Anderson et al. [2012] performed similar observation using the Allen Telescope Array in 2010. They found similar variations. However, this variability spread across a broad spectrum and was driven by narrowband radio frequency interferences. The spectral peaks with a periodic 10 Hz structure were common, appearing one or two per hour, and despite the fact that there was no dust storm on Mars during observations. The authors did not concluded whether observed signal had its source on Mars or on Earth. Also Gurnett et al. [2010] stated that during five-year search for radio signals associated with discharges, no signal was discovered although during this period two major and several regional storms occurred. It is worth mentioning that the MARSIS instrument, used in this research, would be capable of the detection of terrestrial lightning activity.
Mills [1977] anticipated that it is necessary to conduct radio observations and electrostatic field measurements at the Martian surface to establish whether electrical discharges are present on Mars. Delory [2010] also stated that a relatively simple experiment to measure radio waves in the spherics band would provide a similar confirmation, as would the detection of Schumann resonance, and that among all possible measurements, observations from instruments on the future in situ network platforms are most likely to produce a significant step in our understanding of the true nature of the atmospheric electricity on Mars. They will enable to study the entire electro-meteorological system, including AC and DC fields, wind velocity, temperature, pressure, and dust properties.

2.5 Ground

The subsurface layers as well as the planetary interior are unknown variables of the Martian environment. Our knowledge of this vast region is based mainly on theoretical models, Martian meteorites planetary surface structure and composition or gravimetric and magnetic data.

The initial stage of Mars’ evolution went through a phase of differentiation. When the planet was still very hot, heavier components fell to the center, and lighter became building blocks of the outer layers of the globe. As a result, separated spheres were formed. Due to the currently limited knowledge, the interior of the planet is divided into three spheres: a core, a mantle, and a crust. We do not know how these layers are separated from each other, and what their physical and chemical properties are. Since the planet never accreted much beyond a protoplanet stage, the differentiation of Mars was complete some 20-50 Myr after its formation. The planet had not been changed much during the periods of heavy impacts [Taylor and McLennan, 2009]. In comparison to Earth, the bulk Mars composition is enriched in volatile elements [Dreibus and Wanke, 1985].

The most important sources of our knowledge of the interior of Mars are SNC meteorites, named after places: Shergotty (S), Nakhla (N), and Chassigny (C), where the first specimens of these meteorites were found. These rare meteorites are basaltic achondrites. Shergotites are mainly composed of pigeonite and augite. They crystallized several hundred millions years ago. Nakhlites mainly composed of augite, and Chassignites of olivine, crystallized ca. 1.3 Gya. There is also one Martian meteorite, ALH84001, which cannot be included in those groups; it is orthopyroxenite, which was formed 4.5 Gya [Taylor and McLennan, 2009].
The Martian core constitutes 20-25% of the planetary mass, as it was estimated from the moment of inertia (MOI) measurements [Taylor and McLennan, 2009]. The core composition, phase and size are not well defined. It is proposed that the core is partially or fully liquid, with an average density 7 g/cm$^3$ for the liquid outer core, and 8 g/cm$^3$ for the solid inner core [Taylor and McLennan, 2009], composed mainly of iron, nickel, and a considerable amount (ca. 15%) of lighter elements, probably sulfur [Stevenson, 2001]. This high amount of sulfur allows for a decrease in the melting point temperature, and for the presence of the liquid outer core. In the past, the core magnetic dynamo was active as Mars had an intrinsic magnetic field even at about 500 million years after the formation [Arkani-Hamed and Olson, 2010]. The presence of the dynamo is confirmed by the residual magnetization of rocks [Acuna et al., 2001], but also by remanent magnetization in ALH84001 meteorite [Taylor and McLennan, 2009]. The dynamo termination could occur, for example, due to partial core solidification or modifications in the mantle convection. After the dynamo cessation, the magnetic field decay period related to the magnetic diffusivity was of the order of $10^4$ years [Barlow, 2008]. The inner core radius is proposed to be ca. 700 km [Taylor and McLennan, 2009]. The radius of the outer core is not well determined. As the Martian MOI factor is large (0.36), the core is probably much smaller than the terrestrial one (MOI factor 0.33), and is assumed to be in the range of 1400-1800 km [Taylor and McLennan, 2009]. Due to these approximations, the boundary between the mantle and the core is not well established and can be located at depths from 1600 to 2000 km.

The mantle can be divided into two or three regions of various compositions. It contains significantly higher amounts of iron and volatiles than the terrestrial mantle. The upper mantle, to the depth of ca. 1000 km, with a density ca. 3.5 g/cm$^3$, is probably composed of olivine, orthopyroxene, clinopyroxene, and garnet, and can be described as a peridotite mantle [Bertka and Fei, 1998; Fei and Bertka, 2005]. The subsequent region is dominated by $\gamma$-spinel and majorite. The lower mantle, from the depth ca. 1850 km is composed mostly of Fe-Mg perovskite, which is formed under 225 kbar pressure transformation of $\gamma$-spinel [Taylor and McLennan, 2009]. The Fe-Mg perovskite will not be present in the mantle if the depth of this boundary is less than 1850 km. Its presence is an important factor in geological evolution of Mars as it may lead to development of long-lived large flow plumes [Breuer et al., 1998].

The Martian crust is poorly known. It is very homogenous, composed primarily of basaltic materials and has a mean density of ca. 2.9 g/cm$^3$ [McGovern et al., 2004]. The bulk composition of the Martian crust is presented in Table 5.
Table 5. The chemistry of the regolith, the JSC Mars-1 simulant, and the bulk composition of the Martian crust (na – not analyzed).

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Viking 1</th>
<th>Spirit</th>
<th>Opportunity</th>
<th>Pathfinder</th>
<th>JSC</th>
<th>Bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na₂O</td>
<td>na</td>
<td>3.25</td>
<td>2.32</td>
<td>2.1</td>
<td>2.4</td>
<td>2.97</td>
</tr>
<tr>
<td>MgO</td>
<td>6</td>
<td>9.14</td>
<td>8.16</td>
<td>7.0</td>
<td>3.4</td>
<td>9.06</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>7.3</td>
<td>11.0</td>
<td>10.0</td>
<td>7.5</td>
<td>23.3</td>
<td>10.5</td>
</tr>
<tr>
<td>SiO₂</td>
<td>43</td>
<td>49.7</td>
<td>49.3</td>
<td>44.0</td>
<td>43.5</td>
<td>49.3</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>na</td>
<td>1.09</td>
<td>0.91</td>
<td>na</td>
<td>0.9</td>
<td>0.90</td>
</tr>
<tr>
<td>K₂O</td>
<td>&lt;0.15</td>
<td>0.49</td>
<td>0.51</td>
<td>0.3</td>
<td>0.6</td>
<td>0.45</td>
</tr>
<tr>
<td>CaO</td>
<td>5.9</td>
<td>6.85</td>
<td>7.63</td>
<td>5.6</td>
<td>6.2</td>
<td>6.92</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.66</td>
<td>1.02</td>
<td>1.03</td>
<td>1.1</td>
<td>3.8</td>
<td>0.98</td>
</tr>
<tr>
<td>MnO</td>
<td>na</td>
<td>0.33</td>
<td>0.40</td>
<td>na</td>
<td>0.3</td>
<td>0.36</td>
</tr>
<tr>
<td>FeO</td>
<td>18.5</td>
<td>16.8</td>
<td>19.2</td>
<td>16.5</td>
<td>15.6</td>
<td>18.2</td>
</tr>
</tbody>
</table>


Thermal inertia measurements provide maps of the surface particle size distribution. Regions of low thermal inertia, covered by dust, generate so-called thermal continents. These areas quickly heat up during daytime and also quickly cool down during nighttime. High thermal inertia regions are abundant in larger rock fragments or outcrops. The characteristic areas of high albedo (Figure 8) are commonly associated with dust, while the darker areas, with hard rocks layers, blocks of rocks, and their fragments. The brighter areas are mainly in the northern hemisphere and darker on the south. There is almost no lithological diversity of the Martian surface as the source of the secondary products is almost everywhere the same [Taylor and McLennan, 2009]. In the low albedo regions, two types of the crust have been determined. The first type is dominant on the southern hemisphere and is made of clionpiroxene-plagioclase basaltic rocks. The latter type is probably composed of altered basalts and is present mostly in the Acidalia region [Bandfield et al., 2000; Rogers et al., 2007; Taylor and McLennan, 2009]. The Martian crust is mainly a primary crust, formed short after the accretion from the magma ocean. Later magmatic activity, related to the partial melting of the mantle, formed the secondary crust, which comprises ca. 20% of the entire crust [Taylor and McLennan, 2009]. The thickness of the crust was estimated to be about 50 km, using the Airy isostasy and variations in the Martian topography [Spohn et al., 2001; Wieczorek and Zuber, 2004]. However, this value may vary from 5 km to 100 km [Carr, 2008]. Several profiles of the crust thickness were presented in the work of *Neumann et al.* [2004] (Figure 21).
Currently, Mars is composed of one plate, and in this stagnant-lid regime, the interior of the planet cannot cool down as efficiently as in a case of tectonic plates. On the surface of the planet, there are some tectonic faults, but otherwise there are no actual signs of tectonic activity. The present models of the Martian evolution do not include even early plate tectonics [Breuer and Spohn, 2003], which had been proposed previously [Sleep, 1994].

Three periods in the geologic history of Mars have been distinguished (Table 6). The earliest, up to 3.7 Gya is called the Noachian, and was followed by the Hesperian, which ended 3.3-2.9 Gya. The last period is called the Amazonian. Most areas derived from the Noachian period are located in the southern highlands. The northern lowlands were mostly created in the youngest period [Tanaka et al., 2014].

<table>
<thead>
<tr>
<th>Geological Period</th>
<th>Age [Gyr]</th>
<th>Major Endogenic Activity</th>
<th>Major Exogenic Activity</th>
<th>Minerals</th>
<th>Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late Amazonian</td>
<td>0.4-0.0</td>
<td>Very low volcanic activity</td>
<td>Glaciations, PLD formation, aeolian activity, mass movements</td>
<td>Iron oxides (ferric oxide-rich)</td>
<td>Thin, dry</td>
</tr>
<tr>
<td>Middle Amazonian</td>
<td>1.5-0.4</td>
<td>Low volcanic activity</td>
<td>Mass movements</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Geological periods of Mars.
Due to the fact that on Mars there is no sea level, the reference elevation is determined by the average radius surface (3396 km). The Martian surface is characterized by a bimodal hypsographic curve, with the maxima at: ca. 1500 m for the southern hemisphere and ca. -4000 m for the northern hemisphere. The planet therefore can be divided into the northern lowlands and the southern highlands (Figure 22). The average width of this Martian dichotomy boundary is several hundred kilometers. Yet, the transition between the lowlands and the highlands is not significant, for example in the Isidis area, the elevation changes by 4 km over a distance of 2500 km [Carr, 2008]. That dichotomy leads to unequal pole radius values, which in the northern hemisphere is 3376 km and in the southern: 3382 km. The dichotomy is also evident in terms of the aforementioned thickness of the crust. In the southern hemisphere the average thickness of the crust is 58 km, while in the northern hemisphere only 32 km. There are also differences in composition between those two regions. The northern plains are 2-3% FeO enriched. The Amazonian crust is depleted in incompatible elements, similarly to the SNC meteorites [Taylor and McLennan, 2009]. A hypsometric difference on Mars is much larger than on Earth and reaches 29,429 m. The lowest place, 8200 m deep, is located in the Hellas Basin, and the highest point, 21,229 m high, is the peak of the Olympus Mons volcano [Carr, 2008].
The surface of Mars is covered by loose regolith (Figure 23), which is homogenous across the planet (Table 5), probably due to global dust storms and almost uniform crust composition. It mainly consists of SiO$_2$ and iron oxides [Bruckner et al., 2008], from which magnetite is probably responsible for the magnetic properties of dust [Geotz et al., 2005]. The regolith is derived from impact ejecta, aeolian transport, weathering processes, and volcanic pyroclastics. Widespread sulfates and chlorines are of volcanic origin. To analysis the regolith properties in laboratories, Mars regolith simulants have been produced. The most popular of them are JSC Mars-1 simulants (Table 5).
The subsurface layers are more or less lithified sediments of various origin (volcanic, impacting, weathering), lava flows mixed with various fragmented and porous types of basaltic rocks. These layers may also contain ice deposits as some features of the surface morphology indicate permafrost processes and landforms. Under this cryosphere, where temperature is high enough, the presence of liquid water has been suggested [Clifford, 1993; Clifford et al., 2010]. The lowest layer of the crust is a basaltic basement. At this level, rocks are compressed and impermeable. The crust compositional variations with depth are probably insignificant.

Minerals found on the surface of Mars are mostly plagioclases and pyroxenes with a complement of olivines, layered silicates, oxides and hydroxides (magnetite, ilmenite, chromite, hematite, goyet), sulfates (jarosite, gypsum), and salts (chlorides, bromides) [Bandfield, 2002]. In general, the planet is rich in mafic minerals. The entire surface of Mars is covered with iron oxides with varying degrees of oxidation. Quite commonly, especially in the older parts of the planet, clay minerals are observed. There are regions rich in hematite, primarily in Meridani Planum. The presence of olivine on Mars clearly indicates that an aquatic environment, in which they would be quickly destroyed, has not been present on Mars for some long time.

Most of the rocks on the surface of Mars are of volcanic origin, but there are also sedimentary rocks: evaporites and sandstones. Metamorphic rocks are not very common on Mars, and little is known about their occurrence. Sand covering large areas has composition similar to dark basaltic rocks. However, in many places sand layers have high salt content. Partial melting of the crust by intrusions of basaltic magma could form a small amount of silicate rocks [Taylor et al., 2008].
Since on Mars the average atmospheric pressure is very low, water does not occur in liquid state at the planetary surface (Figure 24). It sublimes in hot seasons and deposits as ice under cold conditions. In liquid state, it can exist only as an unstable form; in areas situated in depressions and exposed to strong sunlight. It has been proposed that such conditions may exist for several days in a year in Amazonis, Arabia, Hellas, Argyre, and Elysium [Barlow, 2008]. Liquid water may also occur during volcanic activity. Volcanic activity on Mars was present some 160-10 Mya [Taylor and McLennan, 2009]. Water in the largest concentrations is located in the polar regions in the form of ice.

Figure 24. Water phase diagram. The orange area shows possible temperatures and pressures at the Martian surface, the blue – at the Earth surface. The dots indicate the mean values of those parameters.

Adapted from Faure and Mensing [2007].

Boynton et al. [2002], using the Gamma-Ray Spectrometer on the Mars Odyssey, identified two regions near the poles enriched in hydrogen. As these regions correlate with the areas of ice stability, the authors suggested that the hydrogen is related to subsurface ice. Also, the neutron mapping indicated that on average the top 1 m of the surface contains 14% of water [Feldman et al., 2004]. In greater part, it can be associated with ground ice, but also the presence of hydrated minerals can influence the outcome. In addition, those data indicate high amounts of water (up to 11%) even at latitudes <30° [Feldman et al., 2011]. This is difficult to interpret since there are no visible permafrost forms, and ice at these latitudes is unstable [Mellon and Jakosky, 1995]. In view of the fact that Mars undergoes from a period of higher obliquity to a period of lower obliquity, ice can occur beneath the surface even in areas where is presently unstable, but not at such low
latitudes. The hydrated minerals cannot explain this either, because they are not present in so
great amounts [Carr, 2008]. It is possible that other mechanisms, related to ice and water
distributions within the crust, play a role, yet this must be verified [Travis et al., 2013].

Phyllosilicate and evaporite sediments found on Mars suggest that there was liquid medium on
Mars [Poulet et al., 2005]. The presence of ground ice as well as observed extensive aqueous
alteration indicates that this medium was water [Craddock and Howard, 2002]. In favor of this
argument is also the fact that no other fluid has appropriate viscosity and stability properties to
erode common surface features, such as outflow channels and valley networks [Carr, 2008].

Outflow channels, commonly 10–100 km across and 1 km deep, formed mainly during the
Hesperian by floods occurring on the planet. Their origin is probably related to eruptions of
groundwater, triggered by impact, volcanic or tectonic events or catastrophic drainage of
paleolakes. These processes were associated with gigantic release of meltwater [Carr, 2008]. In
addition, near the polar caps, events similar to Icelandic jökulhlaups might have taken place.

Valley networks, associated with fluvial erosive activity, were formed especially during the
Naochian. These are very diverse structures with sizes ranging up to 2000 km in length, 200 m
deep, and a few km wide [Carr, 2008]. The observed morphological characteristics indicate the
existence of seeping or running water. Seeping water is probable even under cold conditions, for
example under the cryosphere [Gaidos and Marion, 2003]. However, water had to be replenished
to erode such features. On Earth, rainfall is responsible for recharging. On Mars, under cold
conditions, rainfall was not possible over long periods. Therefore, a global water cycle of different
origin was proposed. It is related to water deposition in the polar caps, resulting in melting of
their basal layer under increasing pressure, infiltration to the underground, then seepage and
sublimation to the atmosphere [Clifford, 1993]. Such phenomena were observed today at the
south pole deposits probably rich in ground ice [Milkovich and Pratt, 2002]. However, it cannot
explain all the visible forms as the length of some is too large and their elevation is higher than
the polar caps [Carr, 2008].

Fluvial processes can most easily explain high erosion rate of the Noachian terrains, where almost
all larger and older craters are highly eroded. This erosion decreased of 3-6 orders of magnitude
from the Late Noachian to Hesperian [Golombek and Bridges, 2000]. The possible explanation is a
climate change.
As at the Martian surface are some features that can be related to lacustrine or marine deposition, such as terraces, fan deposits (deltas), and layered sediments, the existence of paleolakes and oceans has been proposed [Malin and Edgett, 2003; Cabrol and Grin, 2010]. The large Noachian depressions such as Hellas and Argyre as well as lowlands of the northern hemisphere could be flooded during the Hesperian flooding periods. The existence of the Post-Noachian floods can be explained by changes in the atmospheric composition, due to releasing of CO₂, SO₂ or CH₄ by impact or volcanic activity. Such reservoirs would have left ice deposits. Such a deposit is probably the Vesitas Borealis Formation (VBF), which is roughly 100 m thick, and Late Hesperian in age [Carr, 2008]. Several recent works have found evidence supporting a subaqueous origin of the VBF [Cooke et al., 2011; Moscardelli et al., 2012; Allen et al., 2013]. The very low VBF dielectric constant, measured by the MARSIS, can be explained by the widespread deposition of desiccated aqueous sediments or sediments mixed with massive ice [Mouginot et al., 2012].

On the basis of the abovementioned landforms’ morphology the volume of water that was necessary for their creation has been estimated. The results obtained in various works are given in a depth of a water layer spread over the entire surface of the planet (global equivalent layer, GEL) and range from 100 to 1000 m [Parker et al., 1989; Clifford and Parker, 2001; Carr, 2008]. The loss of this amount of water is not completely explained. Probably 15-50 m GEL has been lost to space, and 10 m GEL is in the ice caps. The rest might sublimate to the atmosphere and then be cold-trapped in the cryosphere elsewhere on the planet. Some part of water was consumed by the formation of hydrated minerals [Carr, 2008, Clifford et al., 2010; Valeille et al., 2010].

Another aspect related to water reservoirs is the presence of methane. The release or production of methane, which has to take place continually, in order to explain its abundance, most probably involves the existence of liquid water under the surface, at least in the past [Wray and Ehlmann, 2011].

Bibring et al. [2006] suggested that pyllinosilicates could be formed in the Early Noachian only in water-rich and pH-neutral conditions, whereas low-pH conditions characterized the Late Noachian to Early Hesperian period. In turn, the Late Hesperian and the Amazonian were water limited (Table 6). If this thesis is correct, weathering and subaqueous diagenesis took place in acidic environment. Also Hurowitz and McLennan [2007] suggested that chemical weathering on Mars was related to a sulfuric acid-rich environment with relatively low water-to-rock ratio. Therefore, olivine, apatite and Fe–Ti oxides were soluble, and other less soluble silicates (plagioclase,
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pyroxene) did not contribute. Under such conditions, Al-mobilization (which is very high on Earth) was limited, and the formation of significant Al-bearing products (clays) was inhibited. Evidence for chemical weathering processes in acidic conditions on Mars is: vast amounts of sulfates in the regolith, absence of carbonates, high iron and low aluminum mobility [Taylor and McLennan, 2009].

Water ice reservoirs are within the polar layered deposits (PLD). In winter, they are covered by seasonal CO₂ ice caps, which changes during a Martian year, presenting the most dynamic process on Mars [Titus et al., 2008]. The largest part of PLD is concentrated up to the 80° latitude, but thin remnants are present even at 70° latitude [Carr, 2008]. They might be more extensive in the past as Mars probably is emerging from an ice age. These permanent forms are 3 km thick. They have spiral structures and are built mostly of water ice, with some debris and dust. The deposits are well stratified and cut by numerous valleys. Their volume is ~10⁶ km³ [Carr, 2008]. It is also assumed that some observed morphological structures located in the polar regions, and even at lower latitudes, are postglacial. Other features in these areas are interpreted as permafrost landforms, such as thermokarst and ice polygons [Barlow, 2008].

Another reservoir of water can be related to the cryosphere. As the temperature at the surface is lower than the freezing point of water, the upper limit of the cryosphere could be located just below the surface, beneath the daily fluctuations region. Below the cryosphere, liquid water can be present as radiogenic heating is expected to increase temperature above the freezing point [Clifford, 1993]. Unfortunately, we do not have information to verify this thesis. Also, we are not able to determine the properties of such reservoir of water. Aquifers can occur only if the total inventory of the Martian H₂O exceeds the amount of water consolidated within the cryosphere. The amount of water, therefore, is related to the pore volume of the subsurface and the cryosphere size (see point 3.1).

The composition and structure of the surface and subsurface affect the ground electrical properties, which are still unknown parameters in the global electric circuit. In the next chapter, some theoretical estimations of the subsurface structure of Mars are presented, providing information necessary to create hypothetical Martian EM waveguides and to find the relationship between various ground properties and the ELF propagation parameters.
3 Modeling of ELF propagation in the Martian waveguide

3.1 Modeling of the ground electrical properties

The electrical properties of the Martian subsurface can be solely estimated using theoretical models or studying terrestrial and lunar analogs [Olhoeft and Strangway, 1974]. The Martian ground conductivity is expected to be very low as water in liquid state cannot exist at the surface. In the work of Grimm [2002], some electrical models of the ground were proposed, but their parameters were not presented in detail. Also some laboratory experiments on analogous geological models of the Martian ground have been conducted, but solely regarding near surface layers and a 1-20 MHz frequency range [Heggy et al., 2003]. Almost all other experimental works were only related to the electrical properties of the regolith [iben et al., 1996; Morris et al., 1997; Pettinelli et al., 2005; Stillman and Olhoeft, 2008], most frequently using JSC Mars-1 simulant [Williams and Greeley, 2004; Stillman and Olhoeft, 2008]. Therefore, in this point, in order to find whether ELF propagation can be employed to study the subsurface of Mars some theoretical models of the Martian ground are constructed on the basis of the present knowledge of the Martian surface petrology and available results of experimental studies on electrical properties of rocks.

Studies related to the Martian ground conductivity are limited. VHF radar investigation indicated that the conductivity of the Martian regolith in the first few centimeters is lower than $10^8$ S/m [Farell and Desch, 2001]. Locally some contributions of iron deposits can significantly increase this value. The conductivity of the upper part of the crust, by comparison with lunar analogs, has been estimated to be less than $10^{-12}$ S/m [Olhoeft and Strangway, 1974]. In the work of Cummer and Farrell [1999], it was proposed to be $10^{-7}$ S/m, as a transitional value between terrestrial and lunar ground. In the work of Berthelier et al. [2000], both approaches were presented, however, the
authors were more inclined to accept values between $10^{-10}$ and $10^{-12}$ S/m. If there are aquifers under the surface, they will considerably raise the ground conductivity.

Rock conductivity is a dry electrolytic conduction. Electrolysis takes place due to the presence of imperfections in crystals: such as Schottky and Frenkel defects [Zhdanov and Keller, 1994]. Rock resistivity is primarily a function of temperature, water content, and composition. The influence of the latter is significant only at lower temperatures, with acidic rocks (e.g. granite) having lower conductivities than basic rocks (e.g. basalt). Conductivity of rocks containing water (aqueous electrolytes) depends on amount of water, temperature, way in which water is distributed inside rocks, and its salinity. Pressure from overburden layers is important, because the vaporized point is never reached. Brines lower the freezing point. In addition, the presence of various intrusions can be important. Dendritic hematite causes a significant reduction in rock resistivity. Graphite intrusions rise the conductivity. On the other hand, metal sulfides, which are very common on Mars, must have several tens of the weight percentage to influence the resistivity [Zhdanov and Keller, 1994].

Depending on temperature, pressure, composition, and water content, the conductivity of rocks changes gradually with depth. The effect of pressure on rocks conductivity is much smaller than the effect of other factors [Schon, 2004] and is neglected in this study. The conductivity of rocks, $\sigma_R$, exhibiting dry electrolytic conduction can be approximated by the Arrhenius-type equation [Zhdanov and Keller, 1994]:

$$\sigma_R(T) = A_1 \exp\left(-\frac{U_1}{kT}\right) + A_2 \exp\left(-\frac{U_2}{kT}\right).$$

(3.1)

where: $A_{1,2}$ are the reference conductivities related to the number of ions that can be activated, $U_{1,2}$ are the activation energies of these ions. Basalt rocks are characterized by: $A_1 = 0.7$ S/m, $A_2 = 10^7$ S/m, $U_1 = 0.57$ eV, $U_2 = 2.0$ eV and peridotite rocks by: $A_1 = 4$ S/m, $A_2 = 10^7$ S/m, $U_1 = 0.81$ eV, $U_2 = 2.3$ eV.

The conductivity of rocks increases also with increasing frequency. All materials have a low and high frequency limit. At the low frequency limit charge transfer dominates, and the dielectric constant term in the complex conductivity (1.31) may be neglected. At the high frequency limit, the dielectric polarization is dominant. Therefore, for low frequencies, the conductivity is frequency independent, and for higher frequencies, it is frequency dependent. The frequency at which this transmission takes place depends on water content and temperature [Lastovickova and
Bochnicek, 1992]. In most situations, it can be placed at ca. 100 Hz [Olhoeft, 1981; Lastovickova and Bochnicek, 1992].

To calculate the conductivity profiles of the Martian ground, I used the average depth of the basaltic crust (50 km), and beneath it, I assumed a homogenous peridotite upper mantle. Computing the conductivity inside the ground requires determining the temperature as a function of depth. The one-dimensional Fourier Law allows establishing the temperature at a given depth under the surface. In solid material, such as the lithosphere, the main transport process is conduction. Fourier’s Law presents the relationship between the thermal conductivity, heat flow, and thermal gradient [Lowrie, 2007]:

\[ Q_y = -\kappa \Delta T = -\kappa \frac{\partial T}{\partial z} \]  \hspace{1cm} (3.2)

where: \( z \) – is the depth, \( \Delta T \) – is the areothermal gradient. As Mars has a stagnant lid regime, homogenous composition of the crust, and we still do not know the exact value of heat production in the planet, a constant value of the heat flow and thermal conductivity must be assumed. The thermal conductivity mainly depends on the crust composition, structure, and temperature. The heat flux is related to the thermal conductivity of the crust, the convection in the mantle, and the crustal abundance of heat producing elements, such as: K, Th, U. McGovern et al. [2002] concluded that heat flow decreased rapidly during the Noachian from 50 mW/m\(^2\), and was reduced more slowly to the present value <20 mW/m\(^2\) during the Amazonian. In the work of Li and Kiefer [2007], the heat flux value was proposed to be between 15-25 mW/m\(^2\).

From (3.2) we can obtain the value of the temperature at a given point under the Martian surface (\( z < 0 \)):

\[ T(z, \varphi_o) = T_{ms}(\varphi_o) + \Delta T \cdot z, \]  \hspace{1cm} (3.3)

where: \( \varphi_o \) – is the aerographic latitude. The mean annual surface temperature depends on latitude, but also changes in time. It can be calculated using the equilibrium between the insolation and radiation from the surface. The mean annual insolation depends on latitude and orbital parameters. The radiation depends strongly on albedo and emissivity [Schorghofer, 2008]. The latitude dependency of the mean annual temperature can be derived from observations, such as those obtained by the MGS [Read and Lewis, 2004]. In this work, the present mean annual surface temperature is estimated on the basis of data given by Clifford [1993] and presented in Figure 25. The data may be described by a function:
\[ T_{m}(\phi) = T_1 + \frac{T_2 - T_1}{1 + \exp\left(\frac{\phi - \phi_0}{d\phi_a}\right)}, \]  

where: \( T_1 = 154 \text{ K} \) and \( T_2 = 218 \text{ K} \) are the mean annual temperature at the pole and at the equator, respectively, \( \phi_0 = 56.7^\circ \) is the latitude at which the temperature reaches the median, and \( d\phi_a = 11.6^\circ \). The underground temperature depends on the mean surface temperature only to some depth.

![Figure 25. The mean annual surface temperature.](image)

As it was mentioned, the subsurface rocks may contain some ice or liquid water. The volume of those components depends on rocks porosity and the depth of the cryosphere, which in turn depends on the thermal gradient. First, I considered the most favorable conditions for water existence. Hence, I assumed the mean global lithospheric heat flow is \( Q_g = 30 \text{ mW/m}^2 \) and the constant thermal conductivity of rocks and rocks with ice is \( \kappa = 2 \text{ W/m/K} \) [Clifford, 1993; Grimm, 2002; Clifford et al., 2010]. Therefore, the crustal areothermal gradient: \( \Delta T = 15 \text{ K/km} \). Pores in igneous rocks are mainly fractures, joints, and microcracks in crystalline. The porosity of the Martian subsurface rocks \( \phi \), was established in the works of Clifford [Clifford, 1993]. At the given depth, it can be calculated from:

\[ \phi = \phi_0 \exp\left(-\frac{z}{K_p}\right), \]  

where: \( \phi_0 \) is the surface rock porosity, \( z \) is the depth, and \( K_p \) is the porosity decay constant, which for Mars is: \( K_p = 2820 \text{ m} \). The surface rock porosity may be as high as 0.35 [Clifford et al., 2010].
To study the influence of water on the SR parameters, I considered two geological models of the Martian ground containing aquifers. In both cases, the upper part of the Martian crust is composed of porous basaltic rocks containing ice. Beneath this layer, there are water-bearing basalts. I assumed that ice and water contain some NaCl impurities or solutions. In the first case, called the Water model, I regarded that the salinity of ice $S_L$ is low and equals to 0.5 ppt (1 ppt = 1 g/L) and the salinity of water $S_W$ is 3 ppt. In the second case, called the Brine model, I presumed some high-impurity ice ($S_L = 50$ ppt) and brines ($S_W = 100$ ppt). Since high salinity will lower the freezing point of water, in the Brine model, the water-bearing layer is presumed to be larger than in the Water model. As the Martian crust is characterized by the existence of various salts, and the underground water reservoirs has not been supplied with considerable amounts of infiltrating water for very long time, the salinity of water and ice is expected to be high. Therefore, if any water is present under the surface, the Brine model is more probable than the Water model. To compare the results of the Water and Brine cases with the situation, in which there is no water under the Martian surface, I introduced the Dry model, in which the crust is composed only of dry basaltic rocks. The schematic geologic profiles of those models are presented in Figure 26.

![Figure 26. Three geological models of the Martian ground: (A) the Dry model, (B) the Brine model, and (C) the Water model.](image)

The conductivity and permittivity of water and ice depend on temperature, frequency, and impurities [Evans, 1965; Keller, 1988; Grimm et al., 2008; Angulo-Sherman and Mercado-Uribe; 2011].
The conductivity of ice can be derived from the work of Grimm et al. [2008], in which the authors conducted some experimental studies on the electrical properties of ice with various impurities given in molarity. As the molar mass of NaCl is 58.44 g/mol, the Water model corresponds to 0.01 M and the Brine model to 0.85 M. Therefore, those two cases are used in this study (Figure 27). As the measured relationship between temperature and ice conductivity is almost linear, we can fit those data to a linear function without losing any important information for this study.

![Figure 27. The conductivity of ice with NaCl impurities given in molar concentration of liquid state, along with the fitted lines.](image)

On the basis of Grimm et al. [2008].

The ice conductivity, $\sigma_L$, in the Water model, can be approximated up to 273 K by a function:

$$\log \sigma_L = 0.100T - 33.0,$$

(3.6a)

and in the Brine model, up to 252 K by:

$$\log \sigma_L = 0.095T - 28.4.$$

(3.6b)

To calculate the conductivity of rocks with ice $\sigma_{RL}$, I used the parallel-plate model:

$$\sigma_{RL} = \sigma_L(1 - \varphi) + \sigma_I \varphi.$$  

(3.7)

Water can be present at depths where the temperature is high enough. The conductivity of rocks with some water content $\sigma_{RW}$, can be given by Archie’s law:  

$$\sigma_{RW} = a_w^{-1} \sigma_W \varphi^\psi \Sigma^\omega,$$

where: $\sigma_W$ – the conductivity of the water present in the pore structure, $\varphi$ – the porosity, $\psi$ – the fraction of the pore space saturated with water, $a_w$ and $\Sigma$, $\omega$ are empirical quantities. For dense igneous rocks $a = 1.4$, $\Sigma = 1.58$, and $\omega$ normally is ca. 2 [Zhdanov and Keller, 1994]. Archie’s law does not reflect a
situation in which the conductivity of rocks is high and their porosity is low. This situation can be found on Mars at depths greater than ca. 25 km. In such a case the major contribution to the conductivity comes from rocks not from water. Therefore, to calculate the conductivity profiles of rocks with water to the depth of 50 km, I used the modified Archie Law [Glover, 2010].

$$\sigma_{RW} = \sigma_h (1 - \phi)^\nu + \sigma_w \phi^\iota$$  \hspace{1cm} (3.8)

where: $\nu = \log\left[1 - \phi^\iota\right]/\log\left[1 - \phi\right]$. The conductivity of water with dissolved NaCl, for both studied cases, can be approximated as follows [Grimm, 2002]:

$$\log \sigma_w = \log S_w - 1 + (T - 273)/150,$$  \hspace{1cm} (3.9)

where: $S_w$ – the salinity of water [g/L]. I assumed that in the models, all available pores are filled with either water or ice. The amount of underground water depends not only on rock porosity but also on the depth of the cryosphere. Therefore, the conductivity of the ground $\sigma_{RWL}$ can be given by:

$$\sigma_{RWL} = \begin{cases} \sigma_{RL}, & 0 < z < z_d \\ \sigma_{RW}, & z \geq z_d \end{cases}$$  \hspace{1cm} (3.10)

where: $z_d$ – is the depth of the cryosphere. This lower boundary of the cryosphere can be computed by integrating (3.2) [Clifford et al., 1993; 2010]:

$$T_d(T_{ms}) = \kappa \frac{T_{mp} - T_{ms}}{Q_g},$$  \hspace{1cm} (3.11)

where: $T_{ms}$ – the annual average surface temperature and $T_{mp}$ – the temperature of the subsurface ice melting. The average annual temperature at the surface varies with latitude from 154 to 218 K [Clifford, 1993]. The temperature of the subsurface ice melting depends on ice properties, which are unknown and can be only predicted on the basis of some theoretical considerations.

In the Dry model, the first term in (3.3) has much smaller impact than the second term, and to calculate the conductivity in this case, I used (3.1), with the mean value of the surface temperature computed from (3.4). I also assumed that the conductivity of the Martian surface is everywhere the same. I considered two values of the surface conductivity: low, $10^{-10}$ S/m, and high, $10^{-7}$ S/m. In cases with aquifers, the temperature of the subsurface ice melting is also necessary to establish. In the work of Clifford et al. [2010], the authors proposed several geological models of the Martian crust and calculated the cryosphere depth using numerical modeling to determine its evolution during past epochs. The authors proposed three different models of water salinity: pure water, NaCl and Mg(ClO$_4$)$_2$ (perchlorate) brines, with the freezing point temperatures: 273K, ~252K, and ~203K, respectively. They also assumed two values of the
heat flow: low, $Q_g = 15 \text{ mW/m}^2$, and high $Q_g = 30 \text{ mW/m}^2$. Their results indicated that the depth of the cryosphere for the low-heat flow model is more than doubled in comparison to the high-heat flow models. On the other hand, for the Mg(ClO$_4$)$_2$ brines, this value is almost two times smaller than for the NaCl brines.

I employed from these models the groundwater freezing temperature, which in the Brine case is $T_{mp} = 252$ K and in the Water case $T_{mp} = 273$ K. For both models the cryosphere depth was calculated using (3.11), and is presented in Figure 28. For the low-salinity model, it is ~3.7 km at the equator and ~7.7 km at the poles. For the high-salinity model, it is ~2.2 km at the equator and ~6.3 km at the poles.

The conductivities for the models with aquifers were calculated using (3.10), with $\sigma_{RL}$ given by (3.7), $\sigma_{RW}$ by (3.8), $\sigma_R$ given by (3.1), $\phi$ by (3.5), $\sigma_L$ by (3.6), $\sigma_W$ by (3.9), $T$ by (3.3), and $T_{ms}$ by (3.4). The calculated conductivity profiles of the Martian crust for the Water model and Brine model with the high ($10^{-10}$ S/m) and low ($10^{-7}$ S/m) surface conductivity are presented in Figure 29-32.
Figure 29. The conductivity in Log(S/m) in the Water model with the high-conductivity Martian surface.

Figure 30. The conductivity in Log(S/m) in the Brine model with the high-conductivity Martian surface.
As seen in Figures 29-32, the presence of water highly increases the conductivity values. The ice may also influence its values. It is especially visible in the cases with the low-conductivity surface.
In the Brine model, the conductivity is higher, and this higher conductivity occurs at shallower depths than in the Water model. The highest values occur at the equatorial region. The influence of water and the surface electromagnetic properties on the ground conductivity is negligible at depths lower than ca. 35 km. The influence of the latitude-dependent component is only important down to ca. 20 km.

The average depth of the cryosphere is 5.3 km and 3.9 km, in the Water model and Brine model, correspondingly. Using these values, I calculated the averaged over the entire planet profiles of the crustal conductivity (Figure 33). The models with the low surface conductivity are assumed to be more realistic. However, the models with the high surface conductivity are presented for comparison purposes.

Figure 33. The conductivity profiles of the Martian crust for the averaged Water, Brine and the Dry model, for two values of the surface rock conductivity: $10^{-7} \text{ S/m}$ (solid lines) and $10^{-10} \text{ S/m}$ (dashed lines).

Crustal conductivity anomalies can be expected on Mars; on Earth they are related to various sources: extensional tectonics, shallow occurrence of molten rocks, ores deposits, graphotype layers of rocks, and sedimentary basins of marine sediment [Zhdanov and Keller, 1994]. Especially important may be magnetite and hematite concretions.
The ground-atmosphere conductivity ratio must be at least $\geq 1$ for a global circuit existence [Aplin, 2006]. On Earth, this ratio is very high $\sim 10^{12}$, whereas on Mars, it can be very low. As the atmospheric conductivity can be probably as high as $10^{11}$ S/m and the surface conductivity is as low as $10^{-10}$ S/m this condition may be met not at the surface but at some depth. This does not rule out the global circuit existence, but rather influences its properties, as the distance between the boundaries of the waveguide is in such a case much larger.

The greatest resistance of the ground is in the Dry model with the low surface conductivity. Using (1.48b), it is ca. 0.5 $\Omega$. Therefore, it is one order of magnitude lower than the atmospheric resistance. Even for models with the thermal gradient as low as 5 K/km, the ground resistance is still lower than the resistance of the atmosphere.

On the basis of VHF radar exploration, the relative permittivity of the Martian ground $\varepsilon_R$, was determined to be 5 [Tyler et al., 1976; Olhoeft and Strangeway, 1974]. Experimental studies on dry rocks indicate that the relative permittivity of minerals composing basaltic rocks lies between 5 and 9 [Zhdanov and Keller, 1994]. In the work of Grimm [2002], the relative permittivity for basalt and peridotite is assumed to be 7. In the work of Simoes et al. [2008a,b], this value is proposed to fall in the range of 5 to 10. The maps of dielectric constant recently obtained by the MARSIS instrument in the HF range show that the real dielectric constant of rocks can be assumed to be 7, a typical value for the Martian surface (Figure 34) [Mouginot et al., 2010]. Low values of the dielectric constant are present at high latitudes due to ice in the polar caps and at mid-latitudes due to subsurface ice. In tropics, especially in the Medusae Fossae Formation region, low dielectric constant may be related to low-density sedimentary rocks. Since for dry rocks the relative permittivity does not change significantly with frequency [Singh et al., 1980], we can use this typical value to study ELF propagation.
I assumed that the relative permittivity of ice in the Brine and Water models is $\varepsilon_l = 110$, and it is temperature-independent. As the content of ice decreases with increasing depth, the permittivity of ice and rock mixtures decreases toward the lower boundary of the cryosphere. As the permittivity has smaller impact on the SR parameters than the conductivity [Kozakiewicz et al., 2015], I considered the averaged (over depth) relative permittivity for such rocks, assuming the parallel plate model formula: $\varepsilon_{RL} = \varepsilon_R (1 - \phi) + \varepsilon_l \phi$, where: $\varepsilon_{RL}$ – the relative permittivity of rocks with ice, $\varepsilon_R$ – the relative permittivity of basaltic rocks, and $\varepsilon_l$ – the relative permittivity of ice. In both models, this value is: $\varepsilon_{RL} = 25$. I concluded that for low frequencies the dielectric constant of rocks with some water content in the Water model is $\varepsilon_{RW} = 10^3$ and in the Brine model: $\varepsilon_{RW} = 10^4$ [Chelidze et al., 1999].

Magnetic properties are only important for magnetite. Magnetite has very high conductivity and unusual for rocks minerals permeability, much larger than 1 (2.5 to 16) [Zhdanov and Keller, 1994]. Although it occurrence on Mars is very probable in the regolith and dust [Yen et al., 2005], it is not a main constituent of the crust. Therefore, for the Martian ground, it is possible to assume that the magnetic permeability $\mu = \mu_0$. However, locally it may not be true.
3.2 Modeling of the Martian waveguide

The Martian waveguide is characterized by several parameters: the conductivity of the atmosphere $\sigma_i(z)$, its permittivity $\varepsilon_i$ equals to the free space value $\varepsilon_0$, the permittivity of the ground $\varepsilon_g(z)$, its conductivity $\sigma_g(z)$, and the planetary radius (Figure 35). Calculating the propagation parameters requires establishing the electric and magnetic altitudes of the ionosphere and ground.

Figure 35. The Martian cavity. A dust storm as a source of ELF waves (yellow), propagating in the Martian waveguide. $h$ – the distance between the boundaries, $\delta_{in}$ – the skin depth of the ionosphere and ground, respectively.

3.2.1 Electric models of the atmosphere

The profiles calculated in the work by Pechony and Price [2004], and presented in point 2.4.2.2 (Figure 15), can be approximated by exponential functions. Such fitting is called the “multi-knee” model and can be used even with highly structured profiles by introducing many “knees”. The Martian atmospheric conductivity profiles $\sigma_i(z)$ can be fitted by a “double-knee” model given by [Pechony and Price, 2004]:

$$
\sigma_i(z) = \begin{cases} 
\sigma_1 \exp\left(\frac{z-h_1}{\delta_1}\right), & z < h_1 \\
\exp\left[\frac{z\ln\sigma_1 - \ln\sigma_2 + (h_1\ln\sigma_2 - h_2\ln\sigma_1)}{h_1 - h_2}\right], & h_1 \leq z < h_2, \\
\sigma_2 \exp\left(\frac{z-h_2}{\delta_2}\right), & z \geq h_2
\end{cases}
$$

(3.12)
where: $\sigma_1$, $\sigma_2$ are the conductivities at a first and second “knee” altitudes $h_1$ and $h_2$, $\zeta_1$ and $\zeta_2$ are the scale heights of two exponential functions: the first below the first “knee”, and the second above the second “knee”. Those parameters for the daytime and nighttime profiles are presented in Table 7.

<table>
<thead>
<tr>
<th>Table 7. Parameters for the daytime and nighttime conductivity profiles of the Martian atmosphere.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_1 [10^{-9} \text{S/m}]$</td>
</tr>
<tr>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>daytime</td>
</tr>
<tr>
<td>8.3</td>
</tr>
<tr>
<td>55.6</td>
</tr>
<tr>
<td>28.0</td>
</tr>
<tr>
<td>53.0</td>
</tr>
<tr>
<td>3.5</td>
</tr>
<tr>
<td>4.6</td>
</tr>
<tr>
<td>nighttime</td>
</tr>
<tr>
<td>8.3</td>
</tr>
<tr>
<td>55.6</td>
</tr>
<tr>
<td>30.0</td>
</tr>
<tr>
<td>58.0</td>
</tr>
<tr>
<td>3.5</td>
</tr>
<tr>
<td>6.1</td>
</tr>
</tbody>
</table>

The approximated profiles are shown in Figure 36. These two profiles describe the atmospheric conductivity model called the partially uniform knee model (PUK). We can easily notice that ELF waves propagating in the waveguide are reflected from high-conductive upper layers of the atmosphere. Therefore, the atmospheric regions located above the boundary altitude, for which the real part of the reflection coefficient $R_{coeff}$ is almost equal -1, can be ignored in the study. This reflection coefficient can be given by [Molina-Cuberos et al., 2006]:

$$R_{coeff}(z) = \frac{\sqrt{i \omega \varepsilon_0 / \sigma_1(z)} - 1}{\sqrt{i \omega \varepsilon_0 / \sigma_1(z)} + 1}, \quad (3.13)$$

and is also presented in Figure 36. At a 10 Hz frequency, the real part of the reflection coefficient reaches -0.99 at ca. 80 km altitude for the daytime profile and ca. 90 km for the nighttime profile. A similar boundary altitude was obtained by Molina-Cuberos et al. [2006] with their daytime conductivity profile for minimum solar activity. Therefore, I assumed that ELF waves propagate in the atmospheric region extending from the surface to 100 km altitude.
On Earth, the impact of magnetic fields on ELF radio wave propagation is negligible. Consequently, the Martian induced magnetic field, which is much weaker than the intrinsic terrestrial magnetic field is insignificant in this research. Relatively strong Martian magnetic anomalies, related to the remanent magnetization of the crust, are very rare and on the global scale they have a small effect. On Mars, as shown in Chapter 2, the Hall and Pedersen conductivities are important solely above 100 km. Therefore, the influence of magnetic fields is not included in this study.

The electric altitude for the profiles given by (3.12) is [Pechony and Price, 2004]:

\[
\begin{align*}
\text{Re} \tilde{h}_e &= h_2 - \zeta_2 \ln \left( \frac{f_2}{f} \right) + \frac{1}{2} \zeta_2 \ln \left( 1 + \left( \frac{f_2}{f} \right)^2 \right) - \frac{1}{2} \zeta_1 \ln \left( 1 + \left( \frac{f_1}{f} \right)^2 \right) + \frac{1}{2} \ln \left( \frac{h_1 - h_2}{f_1 / f_2} \right) \ln \left( 1 + \left( \frac{f_1}{f} \right)^2 \right), \\
\text{Im} \tilde{h}_e &= -\zeta_2 \frac{\pi}{2} + \zeta_2 \arctan \left( \frac{f_2}{f} \right) - \zeta_1 \arctan \left( \frac{f_1}{f} \right) + \left( h_1 - h_2 \right) \left( \ln \left( f_1 / f_2 \right) - \arctan \left( \frac{f_1}{f} \right) - \arctan \left( \frac{f_2}{f} \right) \right),
\end{align*}
\]  

(3.14a, 3.14b)

where: \( f_{1,2} = \sigma_{1,2} / 2\pi \varepsilon_0 \), and all the other parameters are given in Table 7.
The magnetic altitude of the atmosphere is described by the phenomenological approximation [Mushtak and Williams, 2002; Pechony and Price, 2004]:

\[ \text{Re} \tilde{h}_m = h_b - \zeta_b^* \ln \left( \frac{f}{f_b} \right) \]

\[ \text{Im} \tilde{h}_m = \zeta_b \frac{\pi}{2} \]

where:

\[ \zeta_b = \zeta_b^* + b \left( \frac{1}{f} - \frac{1}{f_b} \right) \]

and the magnetic altitude parameters are given in Table 8.

### Table 8. Magnetic altitude parameters for the daytime and nighttime conductivity profiles of the Martian atmosphere.

<table>
<thead>
<tr>
<th></th>
<th>( h_b ) [km]</th>
<th>( f_b ) [Hz]</th>
<th>( \zeta_b^* ) [km]</th>
<th>( b ) [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>daytime</td>
<td>78</td>
<td>150</td>
<td>7.0</td>
<td>10</td>
</tr>
<tr>
<td>nighttime</td>
<td>86</td>
<td>150</td>
<td>7.3</td>
<td>10</td>
</tr>
</tbody>
</table>

#### 3.2.2 Electrical models of the ground

I used two simplified approaches to establish the electrical models of the Martian ground. In the first approach, I employed the conductivity values averaged over the entire planet. In the cases with aquifers, it is possible to distinguish three layers of almost constant conductivity in the upper part of the crust (Figure 33). The first one is of low, the second of high, and the third of medium conductivity. For the low-surface conductivity \(10^{-10} \text{ S/m}\), the first layer is 5 km deep in the Water model and 1 km thick in the Brine model. For both models, its conductivity is \(10^{-10} \text{ S/m}\). For the high-surface conductivity \(10^{-7} \text{ S/m}\), these values are respectively: for the Water case, 5 km and \(10^{-7} \text{ S/m}\), and for the Brine case, 2 km and \(10^{-7} \text{ S/m}\). The lower layers are not affected by the surface conductivity. The second layer ranges, in the Water model to the depth of ca. 24 km, in the Brine model to ca. 30 km. The average conductivity of the layer is: \(5 \cdot 10^8 \text{ S/m}\) and \(10^2 \text{ S/m}\), respectively in these two models. The skin depths for such conductivities are: 6.8 km and 1.2 km, correspondingly. Therefore, in both situations ELF waves do not penetrate into consecutive layers and the two-layer model can be easily used in these cases. In the Dry model, the conductivity changes continually with depth and a multi-layer model should be used. However, the three-layer model can be applied as a helpful approximation for comparison purposes. In this case, the first as
well as the second layer of the crust has low conductivities. A conductivity for which the skin depth is small enough to not allow for wave penetration to underlying layers ($\sigma = 10^{-4} \text{ S/m}$) is present only at the depth of ca. 40 km (Figure 37). I assumed that in the low-conductive surface case, the first layer has a conductivity of $10^{-10} \text{ S/m}$ and is 5 km deep. The second layer is 20 km thick, and is characterized by the conductivity $5 \cdot 10^{-7} \text{ S/m}$, and the third layer has the conductivity $10^{-4} \text{ S/m}$. In the high-conductivity surface model, the first layer conductivity is $10^{-7} \text{ S/m}$, and it is 15 km deep, the second layer is 10 km thick and its conductivity is $10^{-6} \text{ S/m}$, and the third layer conductivity is $10^{-4} \text{ S/m}$.

![Figure 37](image)

**Figure 37. The skin depth for the Dry model of the Martian ground with the low surface conductivity at 10 Hz.**

The reflective coefficients for such profiles were calculated using (3.13) and they are presented in Figure 38. At a 10 Hz frequency, the real part of the reflection coefficient reach -0.99 at ca. 4 km altitude for the Brine profile, ca. 6 km for the Water profile, and ca. 35 km for the Dry profile.
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Figure 38. Reflection coefficient at a 10 Hz frequency for the different models of the ground with the low surface conductivity.

In the second approach, five temperature zones on each hemisphere were distinguished: the tropical region (0-30°), the low-latitude region (30-40°), the mid-latitude region (40-50°), the high-latitude region (50-75°), and the polar region (75-90°). For each zone, I employed the approximated mean depth of the cryosphere and the mean annual value of the surface temperature. The depth of the cryosphere was averaged using (3.11) and the temperature by (3.4). Two layers in each zone were distinguished. All the values are presented in Table 9.

Table 9. The mean value of the surface annual temperature, cryosphere depth, and electric models of the ground in the different zones.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brine $z_d$ [km]</td>
<td>2.4</td>
<td>2.8</td>
<td>3.4</td>
<td>4.9</td>
<td>6.1</td>
</tr>
<tr>
<td>Water $z_d$ [km]</td>
<td>3.8</td>
<td>4.2</td>
<td>4.8</td>
<td>6.3</td>
<td>7.5</td>
</tr>
<tr>
<td>Water model with the low-conductivity surface</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_1$ [S/m]</td>
<td>$1 \cdot 10^{-10}$</td>
<td>$1 \cdot 10^{-10}$</td>
<td>$1 \cdot 10^{-10}$</td>
<td>$1 \cdot 10^{-10}$</td>
<td>$1 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>$h_1$ [km]</td>
<td>1.5</td>
<td>2.0</td>
<td>2.5</td>
<td>4.0</td>
<td>5.5</td>
</tr>
<tr>
<td>$\sigma_2$ [S/m]</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$5 \cdot 10^{-4}$</td>
<td>$5 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>
To study Schumann resonance and ELF propagation on Mars, the analytical method presented in point 1.2.3 must allow including finite conductivity models of the ground. Therefore, in the next point this method is developed to enable studying the influence of a multi-layered ground on the ELF propagation.

### 3.3 Analytical modeling with a multi-layer ground

We can approximate the structure of the Martian ground by multi-layer models with layers of constant conductivity and permittivity. In such a situation, the magnetic and electric altitudes of the ground can be determined using (1.47). To calculate those altitudes, we can consider a TEM wave, described by a wave vector $\mathbf{k}_0$, propagating along the x-axis parallel to the surface ($z = 0$). If there is free space above the ground ($z < 0$), inside the ground the wave, according to Snell’s law, propagates at angle given by the relation: $\sin \phi_1 = 1/\eta_1$, where $\eta_1$ is the refractive index of the first layer of the ground. The x-component of the wave vector $\mathbf{k}_0$ within the ground does not change, but the second component $u$, associated with the z-axis, appears [Kulak and Mlynarczyk, 2013]. Therefore, the wave vector within the ground is $\mathbf{k} = k_0 \hat{x} + u \hat{z}$, and $k^2 = k_0^2 + u^2$. The characteristic altitudes of the ground $\hat{h}_{eg}$, $\hat{h}_{mg}$ depend on $u$, which is a $k$ projection on the z-axis (Figure 39).
Figure 39. ELF wave penetration into the ground: $k_0$ – the wave vector above the ground, $k_i$ – the wave vector within the $i^{th}$ layer, $h_i$ – the thickness of the $i^{th}$ layer, $\sigma_i$ – the conductivity of the $i^{th}$ layer, $h_e$ and $h_m$ are the real parts of the electric and magnetic altitudes. At the boundary, the wave is partly reflected and partly transmitted to the consecutive layer.

Adapted from Kozakiewicz et al. [2015].

3.3.1 Three-layer modeling

Firstly, I considered the three-layer models of the ground such as those obtained in the previous point. Figure 39 shows a ground structure composed of three layers, each having a thickness $h_i$, a permittivity $\varepsilon_i$, and a complex conductivity $\sigma_i$. Calculating the equivalent altitudes of the ground requires finding field distribution inside the ground. The magnetic component of the wave in the $i^{th}$ layer can be given by [Kulak et al., 2013]: $H_y = H_y e^{u_i z} e^{i k_i x}$, where: $H_y$ is the amplitude of the $H_y$ component in the $i^{th}$ layer. Hence, using (1.37b,c), the electric components are:

$$E_x = -\frac{i u_i}{\sigma_i} H_y, \quad (3.16a)$$

$$E_z = \frac{i k_0}{\sigma_i} H_y, \quad (3.16b)$$

where from (1.34a) and (1.32b):

$$u_i^2 = k_0^2 (\varepsilon_i^2 - 1) = k_0^2 - k_0^2 = i \mu_i \sigma_i \omega - k_0^2. \quad (3.16c)$$
The $H_y$ and $E_x$ components form transverse waves propagating in the subsurface layers. These components projected onto the plane $x = 0$ can be given by:

$$H_y = H_y e^{iu_z}$$  \hfill (3.17a)

$$E_x = -\frac{iu_z}{\sigma} H_y = K_y H_y ,$$  \hfill (3.17b)

The waves given by (3.17) propagate into the ground and reflect from the boundary between the first and the second layer. Using the boundary conditions between these layers, I determined the coefficients describing amplitude of the forward and reflected waves in the first layer, $C_1$ and $D_1$, and the forward and reflected waves in the second layer, $C_2$ and $D_2$:

$$C_1 e^{iu_z h_1} - D_1 e^{-iu_z h_1} = C_2 e^{iu_z h_1} - D_2 e^{-iu_z h_1},$$  \hfill (3.18a)

$$K_1 (C_2 e^{iu_z h_1} + D_2 e^{-iu_z h_1}) = K_2 (C_2 e^{iu_z h_1} + D_2 e^{-iu_z h_1}).$$  \hfill (3.18b)

The relationship between the forward and reflected wave amplitudes is met also in the consecutive layers:

$$F e^{iu_z (h_1 + h_2)} = C_2 e^{iu_z (h_1 + h_2)} - D_2 e^{-iu_z (h_1 + h_2)} ,$$  \hfill (3.19a)

$$K_2 F e^{iu_z (h_1 + h_2)} = K_2 (C_2 e^{iu_z (h_1 + h_2)} + D_2 e^{-iu_z (h_1 + h_2)}),$$  \hfill (3.19b)

where: $F$ is the coefficient describing the amplitude of the forward waves in the third layer. Using (3.18)-(3.19), we can obtain:

$$D_2 = A (R_1 + R_2 e^{2iu z h_2} ) e^{2iu z h_2} ,$$  \hfill (3.20a)

$$C_2 = AT_1 e^{(iu z - u_2) h_1} ,$$  \hfill (3.20b)

$$D_2 = AT_1 R_2 e^{(iu z - u_1) h_1 + 2iu z (h_1 + h_2)} ,$$  \hfill (3.20c)

$$F = AT_1 T_2 e^{(iu z - u_1) h_1 + (iu z - u_1) (h_1 + h_2)} ,$$  \hfill (3.20d)

where:

$$R_1 = \frac{K_2 - K_1}{K_2 + K_1} , \quad T_1 = \frac{2K_1}{K_2 + K_1} , \quad R_2 = \frac{K_3 - K_2}{K_3 + K_2} , \quad T_2 = \frac{2K_2}{K_3 + K_2} ,$$  \hfill (3.21a,b,c,d)

and

$$A = \frac{C_1}{1 + R_1 R_2 e^{2iu z h_2} } .$$  \hfill (3.21e)

Using (3.19), (3.20), and (3.21), we can calculate the magnetic component in the first layer [Kozakiewicz et al, 2015]:

$$H_y = H_y C_1 \left( e^{iu_z} - \frac{R_1 + R_2 e^{2iu z h_2} }{1 + R_1 R_2 e^{2iu z h_2}} e^{-iu z} \right) ,$$  \hfill (3.22)

in the second layer:
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\[ H_y = H_{0y} A_{T_1} \left( e^{(i\omega_0 t - ky)y} - R_x e^{(i\omega_0 t + 2\omega_0 y)h_x + 2i\omega_0 y} e^{-i\omega_0 t} \right), \quad (3.23) \]

and in the third layer:

\[ H_y = H_{0y} A_{T_1} A_{T_2} \left( e^{(i\omega_0 t - ky)y} + i(\omega_0 t - ky)y + i(\omega_0 t + 2\omega_0 y)h_x + 2i\omega_0 y} e^{-i\omega_0 t} \right). \quad (3.24) \]

The \( C_1 \) coefficient can be determined from the boundary condition (1.36) that requires the continuity of the magnetic field component on the surface \((z = 0)\), \( H_{0y} = H_{2y} \), then:

\[ C_1 = \frac{1 + R_1 R_x e^{2i\omega_0 y}}{1 - (R_1 + R_x e^{2i\omega_0 y})e^{2i\omega_0 y} + R_x e^{2i\omega_0 y}}. \quad (3.25) \]

The magnetic altitude (1.47b) of a three-layer ground can be calculated using (3.22), (3.23), and (3.24), with the \( C_1 \) coefficient given by (3.25). Hence, the magnetic altitude is:

\[ \bar{h}_m = \int_0^{h_1} \chi_1(z) \, dz + \int_{h_1}^{h_1 + h_2} \chi_2(z) \, dz + \int_{h_1 + h_2}^{\infty} \chi_3(z) \, dz, \quad (3.26) \]

where:

\[ \chi_1(z) = \frac{\left( 1 + R_x R_2 e^{2i\omega_0 y} \right) e^{i\omega_0 z} - \left( R_x + R_2 e^{2i\omega_0 y} \right) e^{2i\omega_0 y} e^{-i\omega_0 z}}{1 - e^{2i\omega_0 y} \left( R_x + R_2 e^{2i\omega_0 y} \right) + R_2 e^{2i\omega_0 y}}, \quad (3.27a) \]

\[ \chi_2(z) = \frac{T_2 \left( e^{i(\omega_0 t - ky)y} - R_x e^{i(\omega_0 t - ky)y} e^{-i\omega_0 z} \right)}{1 - e^{2i\omega_0 y} \left( R_x + R_2 e^{2i\omega_0 y} \right) + R_2 e^{2i\omega_0 y}}, \quad (3.27b) \]

\[ \chi_3(z) = \frac{T_2 T_3 \left( e^{i(\omega_0 t - ky)y} - R_x e^{i(\omega_0 t - ky)y} e^{2i\omega_0 y} \right)}{1 - e^{2i\omega_0 y} \left( R_x + R_2 e^{2i\omega_0 y} \right) + R_2 e^{2i\omega_0 y} \left( h_x + h_2 \right) e^{2i\omega_0 y}}, \quad (3.27c) \]

The electric altitude (1.47a) can be calculated easily, as according to (3.16b), the \( z \) component of the electric field \( E_z \) in each layer is related to the corresponding magnetic field component (3.22), (3.23), and (3.24). Hence, the electric component in the first layer is:

\[ E_z = \frac{i k_0}{\sigma_1} H_{0y} \left( 1 + R_x R_2 e^{2i\omega_0 y} \right) e^{i\omega_0 z} - \left( R_x + R_2 e^{2i\omega_0 y} \right) e^{2i\omega_0 y} e^{-i\omega_0 z}, \quad (3.28) \]

in the second layer:

\[ E_z = \frac{i k_0}{\sigma_2} H_{0y} A_{T_1} \left( e^{i(\omega_0 t - ky)y} e^{i\omega_0 z} - R_x e^{i(\omega_0 t - ky)y} e^{-i\omega_0 z} \right), \quad (3.29) \]

and in the third layer:

\[ E_z = \frac{i k_0}{\sigma_3} H_{0y} A_{T_1} A_{T_2} \left( e^{i(\omega_0 t - ky)y} e^{i\omega_0 z} \right). \quad (3.30) \]

Using the relation: \( \eta_0 = E_{0z}/H_{0y} = \sqrt{\mu_0/\epsilon_0} \) with (3.28)-(3.30), we get the electric altitude in the three-layer model.
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\[
\vec{h}_e = \int_0^{h_1} \xi_1(z) dz + \int_{h_1}^{h_1+h_2} \xi_2(z) dz + \int_{h_1+h_2}^{\infty} \xi_3(z) dz ,
\]

(3.31)

where:

\[
\xi_1(z) = \frac{e^{i\omega_0}}{i\sigma_1} \chi_1(z) = \frac{1}{h_1^2} \chi_1(z)
\]

(3.32a)

\[
\xi_2(z) = \frac{1}{h_2^2} \chi_2(z),
\]

(3.32b)

\[
\xi_3(z) = \frac{1}{h_3^2} \chi_3(z).
\]

(3.32c)

Employing the obtained expressions, it is possible to establish analytical formulas for a two-layer and a one-layer ground.

3.3.2 Two-layer modeling

In a two-layer model, we have: \( h_1 = 0, \sigma_1 = \sigma_2, \) and \( \varepsilon_1 = \varepsilon_2. \) Therefore, from (3.16c) and (3.21): \( u_1 = u_2, K_1 = K_2, R_1 = 0, \) and \( T_1 = 1. \) Hence, the magnetic altitude in a two-layer model is given by:

\[
\vec{h}_m = \int_0^{h_1} \chi_1(z) dz + \int_{h_1}^{\infty} \chi_3(z) dz
\]

(3.33)

where:

\[
\chi_1(z) = \frac{e^{i\omega z} - R_3 e^{2i\omega h_3} e^{-i\omega z}}{1 - R_3 e^{2i\omega h_3}},
\]

(3.34a)

\[
\chi_3(z) = \frac{T_2 e^{i(\omega_2-\omega_1)h_3} e^{i\omega_2 z}}{1 - R_2 e^{2i\omega h_3}}.
\]

(3.34b)

The electric altitude in a two-layer model is:

\[
\vec{h}_e = \int_0^{h_1} \xi_1(z) dz + \int_{h_1}^{\infty} \xi_3(z) dz ,
\]

(3.35)

where: \( \xi_1 \) and \( \xi_3 \) are given by (3.32b,c).

3.3.3 One-layer modeling

In a one-layer model, we have: \( h_1 = h_2 = 0, \sigma_1 = \sigma_2 = \sigma_3, \) and \( \varepsilon_1 = \varepsilon_2 = \varepsilon_3. \) Therefore, \( u_1 = u_2 = u_3, K_1 = K_2 = K_3, R_1 = R_2 = 0, \) and \( T_1 = T_2 = 1. \) Hence, the magnetic altitude in a one-layer model is given by:

\[
\vec{h}_m = \int_0^{\infty} \chi_3(z) dz
\]

(3.36)

where:
\[ \chi_3(z) = e^{\omega z}. \quad (3.37) \]

The electric altitude in a one-layer model is:
\[ \bar{h}_e = \int_0^\infty \xi_3(z) dz, \quad (3.38) \]

where: \( \xi_3 \) is given by (3.32c).

Having developed the analytical method, we can employ it to study the ELF propagation as well as Schumann resonance in the Martian waveguide.
4 Schumann resonance and ELF propagation parameters on Mars

4.1 Previous studies on Schumann resonance on Mars

In previous publications, the possibility of studying the Martian environment using ELF waves was considered, and exemplified by studies on Schumann resonance on Mars [Sukhorukov, 1991, Simoes et al., 2008a,b] and employment of natural and artificial sources of ELF waves for geophysical prospecting [Grimm, 2002]. Sukhorukov [1991] calculated the first three modes of SR and their Q factors using a semi-analytic method and a two-layer model of the ionosphere. Pechony and Price [2004] obtained these parameters using an analytical method based on the TDTE technique, however they did not consider the influence of the ground. The subsequent calculations were based on numerical modeling. In the work of Molina-Cuberos et al. [2006], several profiles of the Martian ionosphere were employed though the transmission line modeling (TLM) does not allow separating the peaks of SR. Yang et al. [2006] obtained results from the finite-difference time-domain (FDTD) method with the PUK profiles used by Pechony and Price [2004]. This is also the first work that considered a finite conductivity of the Martian ground. It was proposed that the crust is composed of a basaltic layer of the conductivity $10^{-7}$ S/m, extending to the depth of 40 km. Soriano et al. [2007] used the FDTD method with the same profiles as Molina-Cuberos et al. [2006] and did not include a finite conductivity of the ground. In the works of Simoes et al. [2008a,b], the finite element method (FEM) was used with the PUK model in the lower part of the atmosphere and with one of the atmospheric profiles proposed by Molina-Cuberos et al. [2006] in the upper part. In that work, the ground was also considered. The SR parameters were estimated for two types of ground. The first type conductivity was $10^{-7}$ S/m, the second: $10^{-10}$ S/m. The authors also considered two values of the basaltic layer’s depth: 5 and 10 km, under which the authors assumed a perfectly conducting medium. In the more recent publication, Kozakiewicz et al. [2015] presented the Schumann resonance and propagation
parameters with several multi-layer models of the Martian ground. All the results are presented in Table 10.

**Table 10. The Schumann resonance frequencies on Mars.**

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Method</th>
<th>Ionosphere</th>
<th>Ground</th>
<th>$n = 1$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sukhorukov [1991]</strong></td>
<td>semi-analytic</td>
<td>two-layer</td>
<td>-</td>
<td>13-14</td>
<td>24-26</td>
<td>35-38</td>
</tr>
<tr>
<td><strong>Pechony and Price [2004]</strong></td>
<td>TDTE</td>
<td>PUK</td>
<td>daytime, solar minimum</td>
<td>11.3</td>
<td>16.3</td>
<td>24.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>daytime, solar maximum</td>
<td>11.6</td>
<td>23.9</td>
<td>23.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>meteoroids, solar minimum</td>
<td>12.0</td>
<td>24.9</td>
<td>24.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>nighttime</td>
<td>11.0</td>
<td>21.7</td>
<td>21.7</td>
</tr>
<tr>
<td><strong>Molina-Cuberos et al. [2006]</strong></td>
<td>TLM</td>
<td>PUK</td>
<td>daytime, solar minimum</td>
<td>8.8</td>
<td>16.1</td>
<td>23.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>daytime, solar maximum</td>
<td>7.3</td>
<td>13.1</td>
<td>19.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>meteoroids, solar minimum</td>
<td>-</td>
<td>8.3</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.5</td>
<td>15.7</td>
<td>23.3</td>
</tr>
<tr>
<td><strong>Yang et al. [2006]</strong></td>
<td>FDTD</td>
<td>PUK</td>
<td>$\sigma = 10^{-7}$ S/m, $d = 40$ km</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.3</td>
<td>15.5</td>
<td>22.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.6</td>
<td>15.9</td>
<td>23.4</td>
</tr>
<tr>
<td><strong>Soriano et al. [2007]</strong></td>
<td>FDTD</td>
<td></td>
<td>daytime, solar minimum</td>
<td>11.0</td>
<td>20.3</td>
<td>30.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>daytime, solar maximum</td>
<td>11.2</td>
<td>20.7</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>meteoroids, solar minimum</td>
<td>11.6</td>
<td>21.4</td>
<td>31.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>nighttime</td>
<td>9.7</td>
<td>17.9</td>
<td>26.5</td>
</tr>
<tr>
<td><strong>Simoes et al. [2008]</strong></td>
<td>FEM</td>
<td>PUK + daytime, solar maximum</td>
<td>$\varepsilon = [5, 10]$, $\sigma = 10^{-7}$ S/m, $d = 5$ km</td>
<td>8.3</td>
<td>15.6</td>
<td>23.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.4</td>
<td>15.7</td>
<td>23.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.9</td>
<td>14.9</td>
<td>22.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.5</td>
<td>15.9</td>
<td>23.7</td>
</tr>
<tr>
<td><strong>Kozakiewicz et al. [2015]</strong></td>
<td>TDTE</td>
<td>PUK</td>
<td></td>
<td>8.5</td>
<td>16.0</td>
<td>23.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.4</td>
<td>15.7</td>
<td>23.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.2</td>
<td>15.4</td>
<td>22.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.2</td>
<td>13.7</td>
<td>20.5</td>
</tr>
</tbody>
</table>
4.2 Schumann resonance parameters with a multi-layer ground

From the Schumann formula (1.28), the first three normal modes for Mars can be calculated: \( f_{01} = 19.9 \) Hz, \( f_{02} = 34.5 \) Hz, and \( f_{03} = 48.8 \) Hz. For cases including the ground of finite conductivity, the SR frequencies and Q factors can be computed employing the methodology presented in the previous chapter, using (1.30) and (1.39c). With the non-uniform profile of the atmosphere, \( Q^{-1} \) values, computed under different part of the cavity, can be averaged to give the whole waveguide parameters [Galejs, 1972; Pechony and Price, 2004]. The same method can be applied to the zonal models of the ground. The phase velocities and attenuation coefficients at specified resonant frequencies for various models of the ground can be calculated using (1.39a,b). The geometric mean of the attenuation coefficients for different zones and atmospheric profiles can be calculated to get the global value.

In the modeling, the daytime and nighttime hemispheres were divided into equal parts [Galejs, 1972] with the electric and magnetic altitudes of the ionosphere given by (3.14) and (3.15), respectively. The ground characteristic altitudes were calculated using (3.36)-(3.38) for one-layer models, (3.33)-(3.35) two-layer models, and (3.26)-(3.27) as well as (3.31)-(3.32) for three-layer models. To calculate the SR frequencies using (1.30), with (1.39), (1.45) and the characteristic altitudes, I implemented a simple algorithm into Wolfram Mathematica.

Firstly, to examine the influence of a low-conductivity ground on the SR parameters, I considered three models of a one-layer ground: wet, transitional, and dry basaltic. In the first case, I assumed that the conductivity of the ground is \( \sigma_g = 10^{-2} \) S/m, in the second: \( \sigma_g = 10^{-4} \) S/m, and in the third: \( \sigma_g = 10^{-7} \) S/m. In all the cases, the relative permittivity of rocks \( \varepsilon_R \) was 7. In the wet and transitional cases, the skin depth, given by (1.35b), is low, and a one-layer ground is a good approximation. In case of the dry basaltic crust, the skin depth is of the order of \( 10^2 \) km (Figure 40). In such a situation ELF waves could penetrate the crust and even the planetary upper mantle. Therefore, at least a two-layer model of the ground must be used to study the subsurface of Mars. The results for the wet and transitional cases are presented in Table 11.
Next, with the intention to test the results from numerical models, I considered cases presented in the previous publications. In the Case_1, I used a model from the work by Simoes et al. [2008a,b] and in the Case_2 a model presented in the work of Yang et al. [2006]. The obtained results (Table 11) confirmed the calculations obtained by those numerical methods. The difference between the obtained results and the numerical ones does not exceed 3%. In case of the work by Simoes et al. [2008a,b], they are also related to the differences with the ionospheric profiles.

Table 11. The resonant frequencies and Q factors for the first three modes of SR on Mars (\( R = 3390 \) km).

All the presented results, except those of Simoes et al. [2008a,b], were modeled using the ionospheric profiles calculated by Pechony and Price [2004]. L – low surface conductivity, H – high surface conductivity, A – global averaged, Z – zonal averaged model.

<table>
<thead>
<tr>
<th></th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
<th>( n = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( f ) [Hz]</td>
<td>( Q ) [Hz]</td>
<td>( f ) [Hz]</td>
</tr>
<tr>
<td><strong>Perfectly conducting ground</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ideal Conductor Case TDTE</td>
<td>8.5</td>
<td>2.3</td>
<td>16.0</td>
</tr>
<tr>
<td><em>Pechony and Price</em> [2004] TDTE</td>
<td>8.5</td>
<td>2.3</td>
<td>16.3</td>
</tr>
<tr>
<td>Yang et al. [2006] FDTD</td>
<td>8.8</td>
<td>2.3</td>
<td>16.1</td>
</tr>
<tr>
<td><em>Simoes et al.</em> [2008a] FEM</td>
<td>8.3</td>
<td>1.9</td>
<td>15.6</td>
</tr>
<tr>
<td><strong>One-layer ground</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wet Case: ( \sigma_g = 10^{-2} ) S/m</td>
<td>8.5</td>
<td>2.2</td>
<td>15.9</td>
</tr>
<tr>
<td>Transitional Case: ( \sigma_g = 10^{-4} ) S/m</td>
<td>8.0</td>
<td>1.9</td>
<td>15.2</td>
</tr>
</tbody>
</table>
Two-layer ground

<table>
<thead>
<tr>
<th>Case</th>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Water case LA:</strong></td>
<td>$10^{-10}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-4}$S/m</td>
<td>8.1</td>
</tr>
<tr>
<td><strong>Water case HA:</strong></td>
<td>$10^{-7}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-4}$S/m</td>
<td>8.1</td>
</tr>
<tr>
<td><strong>Brine case LA:</strong></td>
<td>$10^{-10}$S/m</td>
<td>1km</td>
<td>$10^{-2}$S/m</td>
<td>8.4</td>
</tr>
<tr>
<td><strong>Brine case HA:</strong></td>
<td>$10^{-7}$S/m</td>
<td>2km</td>
<td>$10^{-2}$S/m</td>
<td>8.4</td>
</tr>
</tbody>
</table>

**Water case LZ:**

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-10}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-4}$S/m</td>
<td>8.1</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-4}$S/m</td>
<td>8.1</td>
</tr>
</tbody>
</table>

**Water case HZ:**

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-10}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-4}$S/m</td>
<td>8.1</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-4}$S/m</td>
<td>8.1</td>
</tr>
</tbody>
</table>

**Brine case LZ:**

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-10}$S/m</td>
<td>1km</td>
<td>$10^{-2}$S/m</td>
<td>8.4</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>2km</td>
<td>$10^{-2}$S/m</td>
<td>8.4</td>
</tr>
</tbody>
</table>

**Brine case HZ:**

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-10}$S/m</td>
<td>1km</td>
<td>$10^{-2}$S/m</td>
<td>8.4</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>2km</td>
<td>$10^{-2}$S/m</td>
<td>8.4</td>
</tr>
</tbody>
</table>

**Case 1:**

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-7}$S/m</td>
<td>10km</td>
<td>$\infty$</td>
<td>7.9</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>40km</td>
<td>$\infty$</td>
<td>7.3</td>
</tr>
</tbody>
</table>

**Case 2:**

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-7}$S/m</td>
<td>10km</td>
<td>$\infty$</td>
<td>7.1</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>40km</td>
<td>$\infty$</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Numerical modeling with ground

**Simoes et al. [2008a]:**

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$h$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-7}$S/m</td>
<td>10km</td>
<td>7.9</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>40km</td>
<td>7.3</td>
</tr>
</tbody>
</table>

**Yang et al. [2006]:**

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$h$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-7}$S/m</td>
<td>10km</td>
<td>7.3</td>
</tr>
<tr>
<td>$10^{-7}$S/m</td>
<td>40km</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Three-layer ground

<table>
<thead>
<tr>
<th>Case</th>
<th>$\sigma_1$</th>
<th>$h_1$</th>
<th>$\sigma_2$</th>
<th>$\sigma_3$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dry case LA:</strong></td>
<td>$10^{-10}$S/m</td>
<td>5km</td>
<td>$5\cdot10^{-7}$S/m</td>
<td>10km</td>
<td>7.3</td>
</tr>
<tr>
<td><strong>Dry case HA:</strong></td>
<td>$10^{-7}$S/m</td>
<td>15km</td>
<td>$10^{-8}$S/m</td>
<td>10km</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Finally, I studied the models of the ground, presented in Chapter 3. The obtained results are also shown in Table 11.

The spectra of ELF waves in the Martian cavity were calculated (Figure 41, 42) using the amplitudes of the magnetic field component $H(\theta, f)$ in a spherical cavity given by [Mushtak and Williams, 2002]:

$$H_{\phi}(\phi, f) = -\frac{s(f)}{4h_mR} \frac{\rho_1^1[\cos(\pi - \phi)]}{\sin[\pi\nu_s(f)]},$$  \(4.1\)

where: $\rho_1^1$ is the Legendre function of complex order, $h_m$ is the real part of the magnetic altitude, $s(f)$ is the spectral current moment of the source, $\phi$ is the distance from the source, $\nu_s$ is the complex propagation parameter for a spherical cavity, associated with $\bar{S}$ through the relation [Galejs, 1972]: $\bar{S}^2 = \nu_s^2(f)[\nu_s^2(f)+1]/(kR)^2$. The spectra were obtained for a source that has the form of the Dirac delta function and amplitude 1 C-km (see point 2.4.3). Seeing that on Mars higher modes of SR are weak, the spectra were presented for $\phi = \pi/2$, as this distance provides the best visibility of the first mode. Therefore, only the first and third mode can be seen in the figures. All spectra were normalized to the amplitude of the Ideal case.
Schumann resonance and ELF propagation parameters on Mars

Figure 41. The spectra of SR for the one-layer ground cases, calculated using (4.1) and normalized to the Ideal case.

Source: Kozakiewicz et al. [2015].

Figure 42. The spectra of SR for the situations in which there is some groundwater of high and low salinity under the Martian surface or there is no groundwater. All the spectra are with low surface conductivity and normalized to the amplitude of the ideal case.

The amplitude spectral density of the magnetic field component at the first resonant frequency expressed in physical units is: $3.3 \cdot 10^{-4} \text{ pT/} \sqrt{\text{Hz}}$ in the Dry model, $4.1 \cdot 10^{-4} \text{ pT/} \sqrt{\text{Hz}}$ in the Water model, $4.6 \cdot 10^{-4} \text{ pT/} \sqrt{\text{Hz}}$ in the Brine model.
4.3 Propagation parameters with a multi-layer ground

The phase velocities and attenuation coefficients for the Ideal, Brine, Water and Dry models are shown in Table 12. The cutoff frequency $f_c$ for the Martian waveguide, given by $c/(2h)$ is also presented.

<table>
<thead>
<tr>
<th>$f_c$ [Hz]</th>
<th>$f$ = 10 Hz</th>
<th>$f$ = 100 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_{ph}/c$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Ideal Conductor Case</td>
<td>0.46</td>
<td>0.9</td>
</tr>
<tr>
<td>Wet Case: $\sigma_g = 10^{-7}$ S/m</td>
<td>1500</td>
<td>0.46</td>
</tr>
<tr>
<td>Transitional Case: $\sigma_g = 10^{-4}$ S/m</td>
<td>1450</td>
<td>0.44</td>
</tr>
<tr>
<td>Brine case LA: $\sigma_1 = 10^{-10}$ S/m, $h_1 = 1$ km, $\sigma_2 = 10^{-7}$ S/m</td>
<td>0.45</td>
<td>0.9</td>
</tr>
<tr>
<td>Brine case HA: $\sigma_1 = 10^{-7}$ S/m, $h_1 = 2$ km, $\sigma_2 = 10^{-7}$ S/m</td>
<td>0.45</td>
<td>0.9</td>
</tr>
<tr>
<td>Water case LA: $\sigma_1 = 10^{-10}$ S/m, $h_1 = 5$ km, $\sigma_2 = 5 \cdot 10^{-4}$ S/m</td>
<td>0.44</td>
<td>0.9</td>
</tr>
<tr>
<td>Water case HA: $\sigma_1 = 10^{-7}$ S/m, $h_1 = 5$ km, $\sigma_2 = 5 \cdot 10^{-4}$ S/m</td>
<td>0.44</td>
<td>0.9</td>
</tr>
<tr>
<td>Dry case LA $\sigma_1 = 10^{-10}$ S/m, $h_1 = 5$ km, $\sigma_2 = 5 \cdot 10^{-7}$ S/m, $h_2 = 20$ km, $\sigma_3 = 10^{-6}$ S/m</td>
<td>0.41</td>
<td>1.0</td>
</tr>
<tr>
<td>Dry case HA: $\sigma_1 = 10^{-7}$ S/m, $h_1 = 15$ km, $\sigma_2 = 10^{-6}$ S/m, $h_2 = 10$ km, $\sigma_3 = 10^{-4}$ S/m</td>
<td>0.40</td>
<td>1.1</td>
</tr>
</tbody>
</table>

The values in Table 12 indicate that the propagation parameters are only slightly influenced by the surface conductivity, therefore the ratio between the phase velocity to the velocity of light in free space and the attenuation coefficients in the function of frequency were calculated only for the low surface conductivity models (Figure 43-44).
Figure 43. The ratio between the waveguide phase velocity to the velocity of light in free space for various models of the ground with the low surface conductivity.

Figure 44. The attenuation coefficients for various models of the ground with the low surface conductivity.
4.4 Discussion of the results

In the analysis of the impact of the environmental properties on the SR parameters, the influence of the permittivity, which is quite small, was omitted.

As the propagation parameters and the Schumann resonance frequencies are related to the magnetic and electric altitudes, the relationship between the ground conductivity, wave frequency and characteristic altitudes for the Martian waveguides is presented in Figures 45 and 46.

![Figure 45. The real part of the electric altitude of the waveguide made of the ideal ground and the low surface conductivity models as a function of frequency.](image)
The magnetic altitude is always larger than the electric altitude, and as the former increases with frequency, the latter decreases. The electric altitude is not as much influenced by the electric properties of the ground as the magnetic altitude. This can be explained by the fact that the magnetic altitude describes the distance between currents generated within the boundary mediums by the magnetic field component, whereas the electric altitude between charges collected at the boundaries. Therefore, the magnetic altitude variability in terms of frequency and ground properties determines to a greater extent the Schumann resonance and ELF propagation parameters. The magnetic altitude is larger for lower frequencies due to the fact that such low frequency waves penetrate the boundaries to greater depths than high frequency waves. The same is true in terms of conductivity. The higher is the ground or atmospheric resistivity, the higher is the magnetic altitude of the waveguide. The electric altitude is also larger for the lower conductivities of the waveguide boundaries. The values of the electric and magnetic altitude at a 10 Hz frequency are presented in Table 13.
Table 13. The magnetic and electric altitude at a 10 Hz frequency for the various ground models and the daytime ionosphere profile.

<table>
<thead>
<tr>
<th>Model</th>
<th>$h_e$ [km]</th>
<th>$h_m$ [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal Ground</td>
<td>18.5</td>
<td>97.0</td>
</tr>
<tr>
<td>Brine case LA: $\sigma_1 = 10^{-10} \text{S/m}, h_1 = 1 \text{km}, \sigma_2 = 10^{-2} \text{S/m}$</td>
<td>18.5</td>
<td>99.8</td>
</tr>
<tr>
<td>Water case LA: $\sigma_1 = 10^{-10} \text{S/m}, h_1 = 5 \text{km}, \sigma_2 = 5 \cdot 10^{-4} \text{S/m}$</td>
<td>18.7</td>
<td>105.5</td>
</tr>
<tr>
<td>Dry case LA: $\sigma_1 = 10^{-10} \text{S/m}, h_1 = 5 \text{km}, \sigma_2 = 5 \cdot 10^{-7} \text{S/m}, h_2 = 20 \text{km}, \sigma_3 = 10^{-5} \text{S/m}$</td>
<td>19.3</td>
<td>129.7</td>
</tr>
</tbody>
</table>

From the calculated spectra (Figure 41, 42), we can see that the SR frequencies (frequencies at which ELF field amplitude reaches the local maxima) and the SR amplitudes depend strongly on the thickness and conductivities of the ground layers. In the one-layer model (Figure 41), with decreasing conductivity of the ground the SR frequencies and amplitudes decrease. This is expected due to the fact that the magnetic altitude also increases in such situations. In the two-layer model, the resonant frequencies and amplitudes decrease with increasing thickness of the upper layer and decreasing conductivity of the lower layer. To show this dependence, four examples of two-layer cases are presented in Figure 47.

Figure 47. The influence of the conductivity of the second layer and thickness of the first layer on the SR parameters for some examples of the two-layer ground. The conductivity of the first layer in all cases is $\sigma_1 = 10^{-7} \text{S/m}$. All the spectra were normalized to the amplitude of the Ideal case.

Source: Kozakiewicz et al. [2015].
There are clear differences in the SR parameters for the different models of the Martian ground (Figure 42). The SR frequencies are lower about 14% in the Dry model as compared to the Ideal case. For the Water and Brine models these values are only 4% and 1%, respectively. The SR frequencies for the Water and Brine models are also larger than those for the Dry model by 13% and 10%, correspondingly. The same applies to the SR amplitudes. In the Dry model, they are 41% lower than in the Ideal case, 39% than in the Brine case, and 34% in the Water case. The Q factors are similar for all the models, and they are much lower than those on Earth, indicating that the Martian waveguide is more damped than the terrestrial one.

The difference between the zonal and averaged over the entire planet results indicates that the influence of the regional scale variations cannot be easily distinguished. This result is expected due to the global nature of the Schumann resonance phenomenon.

In two-layer models of the ground, the influence of the top layer on the SR parameters is most interesting and can be easily analyzed using the analytical method. Figures 48 and 49 illustrate the relationship between the first mode of the SR frequencies and the properties of the ground. Figure 48 displays that high-conductivity upper layers barely influence the SR parameters since ELF waves reflect from them. For conductivities lower than $10^{-4}$ S/m, the influence of the ground on the SR parameters is obvious. If the upper layer thickness is larger than the skin depth, ELF waves penetrate only into this layer and the underlying region does not influence the SR parameters. If the conductivity of the upper layer is low or its thickness is small, the waves reach the underlying region. If the conductivity of this region is high, the waves reflect from it. In the opposite situation, they penetrate into it, and the SR frequencies are additionally reduced. Along with the increase of the thickness of the low-conductivity upper layer (Figure 49), the influence of its conductivity on the SR frequencies increases. The strongest impact on the SR frequencies can be observed for conductivities ca. $10^{-7}$ S/m. The influence rapidly declines for conductivities lower than $10^{-9}$ S/m as the upper layer becomes transparent for ELF waves. In this situation, the upper layer behaves as an insulator, and as a result, the SR parameters depend more on the properties of the underlying region.
Figure 48. The SR first mode frequency as a function of the conductivity of the first and second layer in the two-layer model. The depth of the first layer is 40 km. At the conductivity $\log \sigma_1 = -4.8$, the skin depth is larger than 40 km and the second layer starts to contribute to changes in the SR frequency.

Figure 49. The SR first mode frequency as a function of the depth and conductivity of the first layer in the two-layer model. The conductivity of the second layer is $10^{-4}$ S/m.

The differences between the low and high surface conductivity models are not well visible in the SR parameter (Table 11). The higher results of the SR frequencies in the Dry LA model than in the
Dry HA model can be explained by the less significant influence of the top layer in the former model. To indicate this influence, the first mode frequency as a function of depth and conductivity of the first (Figure 50) and the second layer (Figure 51) in the three-layer model were calculated.

Figure 50. The SR fundamental mode frequency as a function of depth and conductivity of the first layer in the three-layer model. The conductivity of the second layer is $10^{-6} \text{ S/m}$ and this layer stretches to the depth of 25 km. The conductivity of the third layer is $10^{-4} \text{ S/m}$. 
Figures 50 displays that the SR first mode reduction by the top layer takes place especially for surface conductivities larger than $10^8 \text{ S/m}$. Conductivities of the order of $10^{10} \text{ S/m}$ barely influence the SR parameters, since then the ground is almost transparent to ELF waves. In these calculations, when the top layer thickness increases the second layer thickness decreases. The reduction is less significant as the contribution of the second layer becomes small. The most important is the second layer, which can have conductivities of the order of $10^8$ to $10^5 \text{ S/m}$ (Figure 33). These values have the strongest impact on the SR frequencies. Also with the increase of the thickness of the second layer (Figure 51), the influence of its conductivity on the SR frequencies increases. In addition, in this range of conductivities, the reduction is almost constant for a given thickness. Only if this layer thickness is greater than 25 km then some differences in the outcome for various conductivities are visible. The greatest reduction takes place for conductivities ca. $10^7 \text{ S/m}$. Similarly, as in the two-layer model, this layer influence rapidly declines for conductivities lower than $10^9 \text{ S/m}$. It also does not contribute when its conductivity becomes close to $10^4 \text{ S/m}$.

The propagation parameters depend on the ground properties (Table 12, Figures 43-44). The phase velocities are reduced in the Dry model by more than 10% in compare to the Ideal case. In the Brine and Water models, this reduction is 2% and 4%, respectively. The phase velocities
increase with increasing frequency as higher frequency waves penetrate the boundaries of the waveguide to shallower depths (Figure 40). The value of the reduction does not depend on frequency. The attenuation is larger in the Dry model than in the cases with water or brines beneath the Martian surface. In the Schumann resonance frequency range (5-50 Hz), the increase in the attenuation coefficient is ca. 15% for the Dry model, 5% for the Water model, and 1% for the Brine model as compare to the Ideal case.

As the ELF propagation and Schumann resonance parameters depend on the ground structure, it is possible to acquire some information about the properties of the Martian subsurface from measurements made by an ELF station located on the Martian surface. Such a station is described in the next chapter.
5 The ELF experiment on Mars

In this chapter, an experiment, which enables to investigate some of the major aspects of electrical environment of Mars, such as electrical discharges in the atmosphere and the structure of the planetary subsurface, is proposed. First, the previous and ongoing in situ electromagnetic experiments on Mars are described. Next, our ELF station on Earth and information about the terrestrial environment it provides is displayed. Finally, the objectives and the preliminary description of the ELF experiment on Mars are presented and two examples of such research are proposed: ELF source investigation and underground water detection.

5.1 Electrical activity investigation on Mars

5.1.1 Remote sensing measurements

There are several different techniques for detection of electric discharges. Optical measurements are the easiest, however as it was described in Chapter 2, they are not possible on Mars as dusty phenomena do not allow for such investigation. Another important technique is related to remote sensing radio observations. Yet, as shown in Chapter 2, the previous studies employing this technique did not provide sufficient data to indicate any presence of electrical activity on Mars. In future, intensive electric discharges on Mars may be detected by large terrestrial radio interferometers such as the LOFAR (Low Frequency ARray) or the Square Kilometer Array. The LOFAR with arcseconds resolution in the range 30-240 MHz is capable of resolve such phenomena on the planetary disk of Mars (18") [Zarka et al., 2008]. Also chemical analysis can provide some evidence of discharges. When a lightning channel passes through a planetary atmosphere, it generates compounds that can be remotely detected. For example Krasnopolsky [2006], from ground-based observations using a spectrograph, detected NO lines in the Venusian spectrum, suggesting that electrical discharges may play a role in the atmosphere of Venus. This approach however, in the case of Mars has been inconclusive.
5.1.2 In situ measurements

Although some experiments and instruments were proposed to study electromagnetic properties of the Martian environment many years ago [Bertherlier et al., 2000], the only up-to-date experimental evidence for electrical activity on Mars is related to electrostatic adhesion of dust to the wheels of rovers [Ferguson et al., 1999; Aplin, 2006]. For instance, the Mars Pathfinder rover was equipped with a metal strips attached to the wheels and with dissipation points which prevented from any possibility of electrical discharging [Ferguson et al., 1999]. The amount of dust accumulated in the wheels suggested that dust takes place in triboelectric processes.

The planned DREAMS payload in the ExoMars 2016 program will function for few days after landing as an environmental station. DREAMS will provide new insights into the role of electric forces on dust lifting and its impact on dust storms initiation. The MicroARES sensor will be responsible for measurements of electric fields. It consists of a 27 cm high antenna mounted on the top of the lander. At the top of the antenna a spherical electrode is placed. The signal will be measured between this electrode and chassis of the lander [Deprez et al., 2014]. In addition, another instrument will complement MicroARES measurements with data on humidity enabling to understand dust electrification processes. However, the payload will not allow studying distant low-intensity electromagnetic sources or the electromagnetic properties of the ground.

From all the techniques the Schumann resonance investigation is identified as the most informative single measurement and should be a priority when proposing future planetary electrical instrumentation [Berthelier et al., 2000; Aplin et al., 2008, Harrison et al., 2008]. The Schumann resonance phenomenon can be a very useful tool to detect electrical discharges, to study the electromagnetic properties of the planetary cavity or the influence of space weather on the planetary environment. The electromagnetic sounding in the low frequency range is favorable for detection of deep subsurface water layers, which cannot be done using radar or seismic methods [Delory et al., 2007; Grimm et al., 2009]. Using this technique the presence of groundwater at depths up to several kilometers below the surface can be investigated.

It is possible to study SR from the planetary surface and probably also from a planetary orbit as proposed by Simoes et al. [2011]. In this second approach, the measurements are possible due to wave leakage from the atmosphere to the ionosphere [Grimalsky et al., 2005]. But this technique can be used only with planets which have intrinsic magnetic field, therefore, not on Mars.
5.2 ELF measurements on Earth

There are several ELF stations on Earth. One of them, the Hylaty station, is located in the southeastern part of Poland in a very low electromagnetic noise environment. The station has been measuring the magnetic field components of ELF since 1994. Research projects based on the data obtained from this station comprise studying the Schumann resonance phenomenon, global lightning activity along with TLE, and mapping of strong discharges. The recorded signals include fields generated in the magnetosphere, lower atmosphere, and ionosphere. Various phenomena hidden in the data can be extracted using suitable signal analysis methods.

At present, the station consists of two orthogonal magnetic antennas, and receivers, equipped with a power supply, which enables few months of continuous operation without recharging. The antennas with their preamplifiers are placed in hermetic boxes at a shallow depth below the ground level. They can measure the $B_x$ and $B_y$ (NS and EW) ELF field components [Kulak et al., 2014].

Schumann resonance has a noise-like characteristic with coherence time of about 1 s [Kulak et al. 2014]. The amplitude spectral density of the magnetic field component at the first resonant frequency is ca. 3 pT/$\sqrt{\text{Hz}}$.

The self-noise of the magnetic antennas is ca. 0.02 pT/$\sqrt{\text{Hz}}$ at 10 Hz. The receiver has a 300 Hz bandwidth and a 900 Hz sampling frequency. Neglecting fields originating from local thunderstorms, the dynamics of natural field amplitudes does not exceed 80 dB, thus it allows using 16 bit (96 dB) analog-to-digital converters (ADCs). The data stream in the ELF range is small, so it is reasonable to record raw data. The Hylaty receiver produces 300 Mb per day [Kulak et al., 2014]. The detailed parameters and description of the antennas and receivers are given in the work of Kulak et al. [2014].

The accuracy of the noise-like-spectra measurements increases with the recording time. As the signal level in the Earth-ionosphere cavity does not decrease below 0.1 pT/$\sqrt{\text{Hz}}$ at 10 Hz, the signal-to-noise ratio of a recorded spectrum during 300 s with the Hylaty sensors is about 26dB (see point 5.3).

In addition to spectral measurements, waveform measurements are also possible. Waveforms measured at relatively short distances (not exceeding about 10 Mm) can be separated from
around the globe wave. Their waveforms take a form of short impulses and their shapes depend on the transfer functions of the Earth-ionosphere waveguide and a receiver. As the propagation properties of the Earth-ionosphere waveguide are fairly well known, it is possible to reconstruct the parameters of a source generating pulses. It is possible to collect statistical data on individual discharges and measure activity of the lightning centers [Kulak et al., 2014].

The antennas allow calculating the direction of a wave arrival. A single station however is not sufficient to determine precisely location of individual discharges. This can be done using a network of a few ELF stations located far enough from each other to triangulate the signal.

5.3 Objectives and description of the Martian experiment

To study electromagnetic properties of a planet, passive and active electromagnetic exploration can be employed. The passive sensors can be used when natural EM source are present in the cavity. The active ones when those sources are of insufficient intensity.

It is not possible to locate at the surface of Mars any transmitter in the ELF range due to its large dimensions and high power consumption. However, the Martian environment probably possesses natural sources of electromagnetic waves in the ULF-ELF range. These include electrical discharges connected to dust storms and dust devils as well as emission generated by interactions among the solar wind, magnetosphere, ionosphere, and crustal magnetization, as discussed in point 2.3. The risk related with the assumption on the existence of natural sources of ULF-ELF waves on Mars is probably smaller than this connected with life detection. In addition, lack of detection of any of those sources during the experiment also carries important information on the Martian environment. Consequently, placing an ELF platform on the Martian surface can be justified.

When an ELF wave is propagating from its source to a receiver, the environmental properties influence its propagation parameters. As shown in Chapter 4, it is possible to investigate the waveguide properties on the basis of the measured Schumann resonance parameters or ELF propagations parameters. Since the method presented in Chapter 3 is fully analytical, it is computationally efficient and can be very useful to find inverse solutions. It takes minutes to acquire results for different environmental models, which with numerical modeling takes weeks. This method can be use as a tool to study the depth and thickness of subsurface conductive layers, such as aquifers and investigate ELF sources.
5.3.1 Objectives

The main objectives of the experiment are associated with studying natural electromagnetic sources. The importance of the atmospheric electricity can be summarized with the role it plays in chemistry of the atmosphere, aeolian transport, production and destruction of organic compounds, which indirectly influences global climate and the presence of life. The natural electromagnetic sources are of great importance as they may influence radio communication on the planet during the future more robust missions and can be a treat to their safety. In addition, they produce electromagnetic fields, which can be employed to investigate the structure of the planetary subsurface or studying the lower layer of the atmosphere.

5.3.2 Description of the measuring system

As the considered phenomena are mainly of low intensity, I proposed a high-sensitive and low-noise system for the Martian exploration. As any electromagnetic instrument placed near the system would interfere with its measurements, therefore, it is necessary to consider it as an autonomous platform. This measuring station is designed to detect weak Schumann resonance and ELF sources. The continuous raw data will be recorded to allow spectral and waveform investigation. The receiver bandwidth is proposed to be 0.03 to 1500 Hz to cover also the cutoff frequency region.

The sounding system consists of two orthogonal horizontal magnetic antennas, with built-in preamplifiers, an active vertical electric antenna, and a receiver. The receiver has a basic function of auto-calibration and self-diagnosis. It is also possible to disconnect power from unused (or damaged) measuring circuits. The electric antenna is 400 mm long and is deployable. This short electric dipole is a wire ended at the top with a metal sphere. Each magnetic antenna is 700 mm long and is 60 mm in diameter. Their design is based on a wire-wound induction coil with a core of high-permeability material.

The magnetic antennas were selected in a way to maximize the signal-to-noise ratio and minimize their weight and size. To find the best ratio between the size and mass of the antenna and its sensitivity, I used as a parameter the lower threshold of the amplitude spectral density at the first Schumann resonance frequency, which a given antenna enables to measure. This in turn depends on the antenna noise. The relationship between the antenna noise for a unit bandwidth $B_n$ and its size can be given by [Kulak, 2010]:

$$Kulak, 2010$$
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\[ B_n = 0.028 \frac{\sqrt{F}}{d_c^2 \sqrt{F} + 2.2 f} , \quad r_c = l_a/d_c, \quad D_n = \alpha_c d_c \]  

(5.1a,b,c)

where: \( d_c \) – the diameter of the antenna core, \( D_n \) – the diameter of the antenna, \( \alpha_c = 3 \) is the constructional parameter, \( l_a \) – the length of the antenna, \( F_n = 1.6 \) is the noise factor of the amplifier at 10 Hz, and \( r_c \) is the slenderness ratio of the antenna core. From (5.1), the antenna of the size proposed above has a noise level ca. 0.02 pT/√Hz.

The mass of the antenna depends on the antenna size, the mass of the antenna core, and the coil density:

\[ m_a = m_c \left( \alpha - 1 \right) \rho_a + 1 , \quad m_c = \frac{n l_a \rho_c}{4} , \]  

(5.2a,b)

where: \( m_a \) – the mass of the antenna, \( m_c \) – the mass of the antenna core, \( \rho_a \) – the density of the antenna coil, \( \rho_c \) – the density of the antenna core. Using (5.2) with an iron core of density ca. 7874 kg/m³ and an aluminum coil of density 2700 kg/m³, the mass of the proposed antenna is ca. 6.5 kg.

The minimum fluctuation of spectral intensity \( \Delta |\mathbf{B}_n|^2 \) that the magnetic antenna is enabled to detect can be given by [Kulak et al., 2014]:

\[ \Delta |\mathbf{B}_n|^2 = |\mathbf{B}_n|^2 \frac{1}{\sqrt{\Delta f \tau_R}} , \]  

(5.3)

where: \( |\mathbf{B}_n|^2 \) is the spectral density of the magnetic antenna self-noise, \( \Delta f \) is the frequency range, and \( \tau_R \) is the recording time. The power spectrum of the Schumann resonance signal on Mars can be given by [Nickolaenko and Hayakawa, 2002]:

\[ |H(f)|^2 = \lambda_p \left\langle \mathbf{\hat{p}}^2 \right\rangle \left( 1 - \frac{R}{4 \pi R \sin[\pi \mathbf{\hat{V}}^2(f)]} \right) \]  

(5.4)

where: \( \lambda_p \) is the discharge rate, and the angular brackets express averaged values over the independent amplitudes and spectra of pulses. From (5.3) and (5.4), with \( \Delta f = 1 \) Hz, \( \tau_R = 300 \) s, and the amplitude of the magnetic component calculated in the Dry model of the ground (see point 4.2), we find that the platform should easily detect Schumann resonance if the intensity of discharges on the planet, described by \( \lambda_p \left\langle \mathbf{\hat{p}}^2 \right\rangle \), is of order of \( 10^3 \) C²·km²/s. On Earth, the observed discharge intensity is of order of \( 10^3 \) C²·km²/s (see the values in points 1.2.4 and 2.4.3).
With the vertical electric antenna weaker sources can be detected. This fact is simple to explain, as both type of the antennas sensitivity is proportional to their volumes and for a similar size and equal energy density, as \( \mathbf{E} = \mathbf{cB} \), the electric antenna sensitivity is better [Gurnett, 1998]. However, the electric antenna does not allow for estimation of the source position. Using an amplifier characterized by small input capacitance (in comparison to the self-capacitance of the antenna), high impedance \( \sim 10^9 \, \Omega \), and with input noise level \( U_n : 2 \, \text{nV/} \sqrt{\text{Hz}} \) at 10 Hz, we can calculate that the antenna can detect electric fields of intensity \( E_n \) given by:

\[
E_n = \frac{U_n}{h_{\text{eff}}} ,
\]

where: \( h_{\text{eff}} \) – is the effective height of the antenna [Bem, 1973; Nickolaenko, 2014]. From (5.5), assuming that \( h_{\text{eff}} = h_a = 400 \, \text{mm} \), the detectable electric field limit is \( 5 \, \text{nV/m} \sqrt{\text{Hz}} \). As a result, this antenna enables to study a single discharge described in point (2.4.3).

5.3.3 Martian platform description

Apart from the scientific payload, the platform consists of a general processing unit (GPU), communication unit (CU) with a UHF (ultra high frequency) deployable antenna, power management unit (PMU), solar panel (SP), and a lithium-ion battery (BAT). The block diagram of the scientific payload within the platform is presented in Figure 52, and the conceptual 3D visualization of the station in Figures 53 and 54.
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Figure 52. Block diagram of the ELF station.
On the basis of Kozakiewicz et al. [2014].

Figure 53. The 3D visualization of the platform.
Source: Kozakiewicz et al. [2014].
The magnetic antennas, which are placed in cylindrical hermetic boxes, are supported by the receiver. It consists of multiple input channels, an analog-integrating circuit (AIC), and ADCs, which are connected to a data acquisition unit (DAU) in the CPU. The role of an analog circuit, containing amplifiers and antialiasing filters, is to strengthen and reduce the bandwidth of measured signals before they reach working synchronously ADCs. It is hard to establish the dynamic range of ELF fields on Mars though probably 16-bit ADCs are sufficient to achieve suitable measurements. The ability to switch antennas and input measurement channels increases reliability and enables conducting additional tests after landing on Mars.

The GPU controls all measuring devices, performs the measurement task schedules, and data acquisition by a field programmable gate array (FPGA) controller with a time control circuit, and by the data acquisition unit, respectively. It prepares, pre-analyzes, and compresses data from the receiver. In the absence of communication with Earth or other technical problems, it performs special scenarios. During normal operation, the GPU collects reports on the status of individual modules, which analyzes and periodically sends to Earth. The GPU has a memory of adequate capacity for buffering data during communication.

The principal role of the power management unit is to control energy, especially necessary for the GPU. In case of emergency, it can cut off the energy supply to other modules. The main tasks of the PMU are supervision of the battery and solar panels, forecasting time at a given load, and
handling emergency situations. As this unit is the heaviest part of the platform, aside from the magnetic antennas, this unit and the magnetic antennas are placed at the opposite sides of the platform (Figure 54).

The primary function of the communication unit is to provide a radio connection with a Martian orbiter, testing the current link quality, and adjustment of transmitted power to propagation conditions. Although it is possible to use direct communication with Earth, the uplink to orbiters allows sending much more data for much longer time periods, therefore, the surface-to-orbit communication is considered to be more convenient than the direct Earth link.

The antennas configuration and position within the platform, as well as low electromagnetic noise of the rest of the instrumentation will not provide significant interferences [personal communications with A. Kulak].

The constraints on power supply and temperature were decisive factors to locate the platform in a tropical region. The temperature at the surface can vary significantly during the Martian sol. During daytime, it can reach +20°C, and at night can drop to −80°C. In cold Martian conditions, electronics must be well protected. In this design, the platform is equipped with the external and internal electronic warm boxes. The external electronic warm box (EEWB) has dimensions 850 mm x 850 mm x 150 mm. Inside the EEWB are the magnetic antennas and internal electronic warm box (IEWB). On the EEWB surface are mounted both electric and UHF antennas. The EEWB is made of a composite thermally insulated with aerogel and its wall is 20 mm thick. The interior space dimensions are 810 mm x 810 mm x 110 mm. The IEWB has dimensions 645 mm x 645 mm x 100 mm. It is made of the same composite as the EEWB. It provides a support structure for the entire electronics and additional thermal insulation. Its internal dimensions are 625 mm x 625 mm x 80 mm [Kozakiewicz et al., 2015]. Heat generated by the electronics is sufficient to support suitable operation of the station, and due the fact that only small amount of heat is produced a heat rejection system is not necessary [personal communication with K. Zietara].

The measuring system is low in power consumption. The whole station including all units requires not more than 120 Wh per sol. The solar panel covers almost the whole surface of the EEWB and provide minimum 350 Wh per sol. As within the platform is enough room and the amount of energy provided by the panels is larger than necessary, other measuring instruments, characterized by low electromagnetic noise can be located within the platform to extend scientific payload.
All instruments inside the EEWB are insulated from sand, dust, and UV emission. Only the electric antenna is affected by both photoemission and impacts of charged dust particles. The mass of the platform, ca. 18 kg, enables steady operation even during strong gusts of wind. As the station must be placed in an appropriate position, it is therefore considered as a deployable part of a rover or as a lander. The proposed station can operate at least one Martian year.

Although a single station allows some basic research, the network of platforms is favorable. Such a network may consist of three or four stations located at different parts of Mars, with a baseline larger than 1Mm.

5.3.4 Measuring impulses of ELF sources

The station will be observing waveforms associated with electric discharges, if any exist on Mars [Kulak et al., 2013]. A discharge described in point 2.4.3 would be visible in measurements by an ELF station on Mars even if located in the opposite hemisphere of the planet. The shape and amplitude of an observed waveform would be lower than on Earth and would depend on the ground properties. In the Dry model, the ELF pulse associated with a discharge would arrive later to the station and its amplitude would be lower as compared to a situation with aquifers beneath the Martian surface [Kulak et al., 2013].

5.3.5 Detection of underground water

Ice is difficult to distinguish from dry rocks in the ELF range as it has almost the same conductivity as rocks. However, liquid water can be easily detected even if it is present in small amounts sparsely distributed within rocks.

Since the amount of underground water depends on the rock surface porosity and the thermal gradient, it is proposed to establish the relationship between those parameters and the average crustal conductivity. Lower values of the heat flow than those considered in the previous points seem very likely [Li and Kiefer, 2007], and lead to lower thermal gradients. In this point, I assumed that the heat flow values are between 10 and 30 mW/m² and the thermal conductivity value is still 2 W/m/K. Also the surface rock porosity can be lower and may be either fully or partially filled with water. I studied the influence of those less favorable parameters on
groundwater inventory and ELF propagation employing the most probable case: the low surface conductivity and high water salinity.

Amount of water, as its fraction inside rocks, for different values of the thermal gradient and porosity is presented in Figures 55 and 56. The depth at which the water is present increases with decreasing thermal gradient, and therefore with increasing thickness of the cryosphere.

![Figure 55](image)

**Figure 55.** Amount of water under the Martian surface as the fraction of the entire rock basement at a given depth for the rock surface porosity $\phi_0 = 0.35$ and various thermal gradients. Pores are entirely filled with water.
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Figure 56. Amount of water under the Martian surface as the fraction of the entire rock basement at a given depth for the rock surface porosity $\phi_0 = 0.20$ and various thermal gradients. Pores are entirely filled with water.

The profiles presented in Figures 55 and 56 integrated to the depth of 26 km, the self-compaction depth, provide the amount of water expressed in Global Equivalent Layer (Table 14). Multiplying those values by the area of the planet, we can obtain that the expected volume of underground water is $1.4 \times 10^6$ km$^3$ for the lowest thermal gradient and low surface porosity ($\phi_0 = 0.20$), and $3.6 \times 10^7$ km$^3$ for the highest thermal gradient and high surface porosity ($\phi_0 = 0.35$). The former value may correspond to the amount of water in the PDL. The latter seems rather improbable as it is commonly assumed that the Martian water inventory is lower than 150 m.

<table>
<thead>
<tr>
<th>$\Delta T$ [K/km]</th>
<th>$\phi_0 = 0.20$</th>
<th>$\phi_0 = 0.35$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 m</td>
<td>15 m</td>
</tr>
<tr>
<td></td>
<td>40 m</td>
<td>65 m</td>
</tr>
<tr>
<td></td>
<td>70 m</td>
<td>125 m</td>
</tr>
<tr>
<td></td>
<td>110 m</td>
<td>190 m</td>
</tr>
<tr>
<td></td>
<td>140 m</td>
<td>250 m</td>
</tr>
</tbody>
</table>
The relationship between the crustal thermal gradient, surface rock porosity, and its conductivity is shown in Figure 57.

![Figure 57. The conductivity profiles for the saline water and the low surface conductivity cases with different values of the heat flow and surface rock porosity. The dashed lines represent models with the 35% surface porosity, the solid lines with the 20% porosity and with pores entirely filled with water, and the dotted lines with the 20% porosity and with 50% pores filled with water.](image)

In the upper part of the crust, the most significant is the influence of ice. As temperature or porosity increases, the ground conductivity increases as well, due to higher conductivity of ice. The greatest influence on waves propagation has the bottom part of this layer as the conductivity ca. $10^{-7}$ S/m reduces strongly the Schumann resonance frequency (see Figure 48). The top part of this layer is almost invisible to ELF waves. In the lower layer, water is a dominant factor. The upper part of this region is more important as here the conductivity is high enough for ELF wave reflection. Consequently, to establish a general theoretical relationship between amount of water and the first SR frequency, I used, as the representative conductivities, the values of the lower part of the first layer, and the upper part of the second layer. Such a choice of parameters gives us the lower limit on the SR frequency (Table 15).
The relationship between the amount of water and the fundamental mode of Schumann resonance for the low surface rock porosity and pores filled partially with water (50%) is presented in Figure 58. To establish whether on the basis of SR measurements, it is possible to distinguish between the situations with and without water under the Martian surface, I compared those results with the value calculated in the Dry model. This model is characterized by the high thermal gradient, thus the fundamental frequency in this case is much higher than for the models with lower gradients. For example, ELF waves would penetrate into the Martian mantle if the Mars subsurface was described by the thermal gradient of 5 K/km and rocks without water. Since the peridotite mantle at a given temperature is less conductive than the basaltic crust (see relation (3.1)), the $10^{-4}$ S/m conductivity value would not be reached to the depth of 150 km. In such a situation, the first mode frequency would be as low as 5.1 Hz.

<table>
<thead>
<tr>
<th>Depth of the 2nd layer [km]</th>
<th>Conductivity of the layers [S/m]</th>
<th>$\phi_0 = 0.20$</th>
<th>$\phi_0 = 0.35$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta T = 5.0$ K/km</td>
<td>12</td>
<td>$3.2 \times 10^{-8}$</td>
<td>$1.8 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\Delta T = 7.5$ K/km</td>
<td>8</td>
<td>$1.8 \times 10^{-7}$</td>
<td>$1.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\Delta T = 10.0$ K/km</td>
<td>6</td>
<td>$3.2 \times 10^{-7}$</td>
<td>$5.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\Delta T = 12.5$ K/km</td>
<td>5</td>
<td>$5.6 \times 10^{-7}$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\Delta T = 15.0$ K/km</td>
<td>4</td>
<td>$5.6 \times 10^{-7}$</td>
<td>$1.8 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
Figure 58. The relationship between the inventory of the underground water and the first mode of Schumann resonance frequency for the models with various thermal gradients, the low surface porosity ($\varphi_0 = 0.20$), and the pores filled by water in 50%. The blue dot indicates a value for the Dry model with 15 K/km temperature gradient.

Figure 58 displays that the first Schumann resonance frequency depends on the amount of underground water. When there is no water on Mars, the frequency is low, but even small amount of water can significantly increase its value. For higher amounts of water, this frequency steady approaches the value of the ideal ground case, ca. 8.5 Hz.

Water-sensitive magnetotelluric instruments, which have been proposed for the future Martian missions [Delory et al., 2007] as well as an active electromagnetic sounder [Grimm et al., 2009] enable to investigate regional properties of the surface and subsurface of the planet. The presented methodology is also very sensitive to any presence of water and is capable of studying the entire planet.

If it was possible to place three or more stations on the Martian surface, the better resolution of the presented methodology would allow studying the location of water reservoirs on the planet.
6 Conclusions

In this study, I showed that the Schumann resonance parameters depend significantly on the electrical properties of the Martian ground, and that it is possible to study the subsurface of Mars using a single Martian ELF station.

In Chapter 2 and 3, I described and modeled, on the basis of the actual knowledge of the Martian environment, the factors that are important for the SR studies, such as electrical discharges, atmospheric electrical properties, magnetic fields, and subsurface ground structure. In Chapter 3, I developed the analytical method in order to study ELF propagation in the cavities made of multi-layered infinite-conductivity grounds. In Chapter 4, having employed this methodology, I found that the Martian ground has a very important influence on the SR parameters. In Chapter 5, I indicated that it is possible to manufacture an ELF station enabling detection of SR from the Martian surface.

ELF propagation issues are related to several aspects of the Martian environment, such as:

- atmospheric composition and structure, its global circulation, solar and cosmic radiation, and changes in the orbital parameters, which influence the atmospheric and hydrospheric conditions, and in turn the planetary waveguide;
- surface morphology and ground properties, which determine the shape of the planetary cavity and influence on the ELF propagation parameters;
- character of low-frequency EM sources, which are necessary for the global electric circuit existence.

The ionosphere is affected by periodical variations associated with solar activity, and occasional phenomena, such as higher flux of meteoroids, which have an impact on Schumann resonance. However, regardless of the ionospheric conductivity profiles, which will certainly be
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developed in the future, due to in situ measurements, the factors associated with the ground cannot be disregarded in any model of the Martian resonant cavity. The results obtained from the various ionospheric models (Table 11) display that the differences in the conductivity profiles of the atmosphere will probably have smaller impact on the ELF propagation parameters than the differences related to the presence or absence of liquid water within the Martian ground. The influence of such atmospheric events, which lead to an increase in the atmospheric conductivity, results in the increase of the SR parameters, whereas the ground reduces their values, and the extent of this reduction will depend on the presence of liquid water under the Martian surface. The planned in situ measurements on Mars will take into account the electrical properties of the planet as well as the lithospheric heat flow. This will allow estimating more precise models of the Martian ground and their influence on ELF propagation.

Only in cases of a high-conductivity planetary surface, like on Earth, the ground has very little influence on the SR parameters. However, even for conductivities slightly lower than \(10^{-4}\) S/m, the SR frequencies are reduced by more than 10%. We do not know the exact value of the Martian surface conductivity, however, for the value of ca. \(10^{-7}\) S/m, the SR frequencies reach the lowest values. If the models with liquid water under the Martian surface are valid, the presence of such underground aquifers will influence the cavity properties on a global scale, and result in higher SR frequencies and amplitudes.

Sources of ELF waves are probably present on Mars, and the proposed ELF station enables detection of Schumann resonance even if the electrical discharge intensity is one order of magnitude weaker than that observed on Earth. If Schumann resonance is present on Mars, it will probably be subject to seasonal variations. It is even possible that this phenomenon exists only in certain periods.

Schumann resonace measurements would facilitate further study of the atmosphere and lithosphere of Mars. They would simultaneously confirm the existence of the global electrical circuit.

The physical phenomenon is a manifestation of some processes in some environment. Processes based on the laws of physics are probably everywhere the same and consequently can be studied by analogy. Although the environment is also made as a result of the physical processes, their multiplicity and complexity as well as our lack of knowledge of the initial
Conclusions

conditions, makes different environments difficult to compare. The number of unexpected discoveries, made during exploration of Mars, confirms that statement. With regard to the study of other worlds, we cannot act under the influence of "automaticity". Using the analytical approach, we can study the influence of various ground layers on the SR parameters. Knowing this relationship, it should be possible to estimate approximated properties of the Martian ground. Yet, as we measure the described phenomenon solely on Earth, on Mars, some physical processes or environmental properties, which we have not predicted nor expected, may affect the acquired ELF measurements. However, any observed ELF signals in the Martian cavity will indicate the existence of ELF sources. In addition, if the measured parameters were much lower than those estimated on the basis of the exact profiles of the atmospheric conductivity, then we would be able to say that there is no liquid water in the subsurface down to several kilometers.

The presented methodology may be employed also to study other bodies in the Solar System, having a planetary cavity. Although Schumann resonance was discovered more than 60 years ago, there still remains a number of unresolved issues, and certainly, research performed on other planets will help us to achieve a more complete understanding of this phenomenon.
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